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Abstract

There exists many devices that generate three-dimensional illumination patterns.

Analysis of the capabilities of three major device families using measures of par-

tial coherence reveals specific illumination patterns that cannot be generated by each

device family. Ray-based devices cannot achieve patterns with high resolution, co-

herent holographic devices cannot achieve certain intensity patterns, even in the two-

dimensional case, and volumetric devices cannot simulate occlusions and suffer from

out-of-focus blur. Synthesis of more versatile illumination patterns is proposed by

computing the mutual intensity representation of a desired partially coherent beam

from application specifications and then generating the beam using time-multiplexing

methods based on coherent modes. The mutual intensity can be computed directly

from a simple scene description, or it can be computed through a novel algorithm

using nonlinear conjugate gradients from a desired three-dimensional intensity vol-

ume. Equivalent coherent mode decomposition representations for the same mutual

intensity will be considered in terms of optimality in efficiency. For cases when the

computed mutual intensity is fairly incoherent, a new “quasi-Schell” mode decom-

position is proposed to reduce the number of patterns needed at the SLM by in-

troducing partially coherent sources. Use of arbitrary partially coherent beams for

three-dimensional illumination enables the versatile generation of light patterns not

possible with current devices and is a promising new field for exploration.
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Chapter 1

Introduction

Generation of three-dimensional illumination is useful in many application areas,

including displays for 3D entertainment devices, microscopes for biology, and photo-

lithography used in semiconductor manufacturing. Many devices operating on vastly

different principles have been proposed, but they each have different advantages and

disadvantages. These devices can be roughly divided into three main families – ray

devices, holographic devices and volumetric devices.

The illumination produced by each of these devices can be described mathemati-

cally by the second order characteristics of the randomly fluctuating optical field that

has been generated. This characterization treats the light produced by each device

as a partially coherent field, and the second order characteristics measure the state of

coherence of this field. A unified analysis of the capabilities of each device family us-

ing the ideas of partial coherence will reveal that each device family covers a different

region in the space of all possible illumination patterns.

Furthermore, analysis of partial coherence using what is known as a coherence

modes decomposition hints at a time-multiplexing method to control the statistics of

a generated beam, at least in the ideal case. Given this control, we would be able to

generate many more illumination patterns than what these three existing families of

devices would allow. We would also be able to reduce the design of three-dimensional

illumination to a software problem – for each application, we would simply need to

1



CHAPTER 1. INTRODUCTION 2

compute a partially coherent optical field given a desired set of qualities this three-

dimensional illumination needs to have, whereas previously we would need to either

pick or design a hardware device in tandem.

1.1 Applications

There are many applications for the creation of three-dimensional light patterns. The

most obvious class of applications would be autostereoscopic displays – devices that

impart visual depth information to the viewer without the need for special glasses.

One such application area would be medicine, where a three-dimensional display

would enable a physician to intuitively access volumetric data obtained from three-

dimensional imaging modalities such as computed tomography (CT) or magnetic-

resonance imaging (MRI). Another application area would be in entertainment, where

three-dimensional displays impart three-dimensional scenes to the viewer. For exam-

ple, Nintendo recently released a handheld gaming system called the Nintendo 3DS

which displays a three-dimensional scene to the player without the need for special

glasses.

One might also consider control of three-dimensional light patterns in designing

illumination for a scene. For example, full control over illumination would allow for

the reduction of unwanted light/glare when imaging a scene [1]. Control of light in

a microscope could also enable the microscopist to be able to adjust contrast and/or

enable different imaging modalities [2].

Since light carries energy, three-dimensional light patterns can also be used to

selectively interact with matter in a volume. For example, a high intensity light beam

can function as optical tweezers, which can be used to grab and move small particles

[3, 4]. Another application area would be in the optical stimulation of neurons in a

thick tissue specimen through the use of channelrhodopsins, a family of compounds

which can change the membrane structure of neurons when hit by light, thereby

causing a neuron to fire [5–9]. Lastly, control over the three-dimensional structure of

light is needed in photo-lithography, where a light pattern is used to burn a pattern

onto photo-resist, which is then indirectly used to etch patterns in silicon [10–12]. The
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light beam needs to have a very long depth-of-field (and hence needs to be controlled

in 3D) in order to be able to overcome surface variations on the wafer as well as being

able to etch through thick photo-resist.

1.2 Generation

Just as there are many application areas for three-dimensional light patterns, there

also currently exist many ways to generate them. These methods can be roughly

classified into three classes – ray, holographic and volumetric.

Ray devices attempt to create a three-dimensional light pattern by controlling the

radiance along each ray in space, i.e. the light field [13, 14]. Aperture scanning de-

vices [15] scan a pinhole in the Fourier plane of a time-multiplexed two-dimensional

display so that each image displayed creates roughly a parallel bundle of rays em-

anating from the device, thus creating a set of parallel bundle of rays for each ray

direction. Integral imaging [16] devices using microlens arrays or lenticular sheets over

a two-dimensional display covert spatial images locally into angular distributions of

radiance. The light field illuminator [2] is one such device, where a microlens array

coupled with a projector is used to create three-dimensional light patterns in a mi-

croscopic specimen. Yet another device is the aforementioned Nintendo 3DS, which

uses a parallax barrier instead of a lenticular sheet. A parallax barrier is simply a

lenticular sheet where pinholes replace the lenses.

A second class of devices, holographic devices, involves the modulation of a coher-

ent (laser) beam spatially in amplitude and/or phase to create a three-dimensional

light pattern through the use of interference and diffraction. Classically, holograms

have been created by exposing film to an interference pattern between the coherent

light of the source and the coherent light after passing through/reflecting off of an

object [17]. The hologram is then viewed by hitting it with coherent light. With

the advent of more powerful computers, holograms can also be computed digitally

and then printed onto some medium to display. These holograms can produce syn-

thetic patterns unrelated to real scenes and are called computer generated holograms

(CGH) [18–20]. Lastly, recent availability of spatial light modulators (SLM), which
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allow computers to directly modulate the amplitude and/or phase of an incoming co-

herent beam, have enabled real-time control over the display of holograms [21]. With

regards to the applications mentioned before, optical tweezers are usually generated

by controlling the amplitude and/or phase of a coherent laser beam using SLMs.

Holographic displays have also been a topic of research for 3D television.

The last family of devices are volumetric displays. These devices essentially pro-

duce a set of light emitters in space or the appearance thereof through either reflection,

scattering or emission.

In general, there are two types of volumetric displays – static volume and swept

volume displays. In a static volume display, the volume is filled with an unmoving

medium, and the medium is locally excited and emits light. One example would

be the use of two-photon absorption, where intense laser beams are used to cause

a particle in the medium to absorb two photons (of equal or differing wavelength)

at the same time and then relax, causing fluorescent emission [22]. Finite emission

decay times coupled with a temporally multiplexed excitation source that scans the

entire volume quickly allows the display of a light emitting volume.

In swept volume displays, image points are generated either physically or virtually

in space, and these points are multiplexed in time to generate the appearance of a light

emitting volume due to finite integration times in the sink system, e.g. persistence of

vision in the human eye. One example would be the use of a spinning diffuse screen

upon which temporally multiplexed two dimensional light patterns are projected [23].

The screen scatters the incoming light, creating the illusion of a three-dimensional

light emitting plane that sweeps out an entire volume over time. Another example

would be the use of a temporally multiplexed two-dimensional display coupled with

a varifocal mirror that produces images of the display at different depths over a short

time interval [24].

1.3 Outline

We will start by developing a formal definition for the illumination generation problem

and review the concept of partial coherence in Chapter 2. In this chapter, we will
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show that for most application areas, coherence statistics of the optical field such as

the mutual intensity are sufficient to describe the illumination pattern generated by

a given device. The tools introduced in this chapter will then be used in Chapter

3 to analyze the three illumination device families under a unified framework. This

analysis will show that each device family has different inherent limitations on the

types of illumination patterns that can be generated. More specifically:

• ray devices can only produce limited resolution patterns due to the uncertainty

principle,

• coherent holographic devices cannot generate incoherent fields and are unable

to reproduce specific intensity patterns due to coherence forcing every point on

the wave function to interact with each other, and

• volumetric devices suffer from out-of-focus blur and cannot simulate the ap-

pearance of occluders and astigmatic effects.

Chapter 4 will start with a discussion on how to generate arbitrary partially co-

herent fields using temporally multiplexed spatial light modulators and then proceed

to explore various algorithms needed to compute a desired mutual intensity and tem-

poral patterns. A straight-forward algorithm will be presented to compute a desired

mutual intensity from a simple scene description, and implementation details will

be discussed. For a fairly incoherent scene, many modes (i.e. frames in the tempo-

ral SLM pattern) are needed for high quality images. A novel algorithm based on

nonlinear conjugate gradients will also be presented for the application of control-

ling the total intensity of light at a three-dimensional lattice of points (i.e. voxels).

Results from two different example test cases suggest that partially coherent fields

recreate three-dimensional intensity patterns with higher fidelity than fully coherent

fields even when both methods are allotted the same number of degrees of freedom

of control. An analysis of the iterated projections algorithms currently used in the

optics literature indicates that they do not minimize error in the intensity in the least

squares sense, and this conclusion is corroborated by comparisons with the nonlinear

conjugate gradients algorithm through a test case.
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The final section of Chapter 4 discusses two potential areas of research. First, there

exists an infinite number of coherence mode representations for any given mutual in-

tensity pattern, and an optimization problem is proposed for improving the energy

efficiency of a temporally multiplexed partially coherent light generation system. Sec-

ond, a large number of coherent modes are needed to recreate fairly incoherent beams,

as shown earlier in the chapter. A new decomposition of a partially coherent beam

into an incoherent mixture of partially coherent “quasi-Schell” modes can reduce the

number of frames needed in a temporal sequence by using partially coherent sources

as opposed to fully coherent sources. This decomposition is formulated as a weighted

low-rank rank approximation problem and is applied to the same scene simulation

example to reduce the number of frames needed by a factor of 16, demonstrating the

potential for this approach. Finally, Chapter 5 summarizes the main points of this

dissertation.

The main contributions of this thesis are:

• a unified analysis of the capabilities of three illumination device families using

partial coherence. The concepts regarding the uncertainty principle in ray-

based devices have been explored indirectly via imaging in a talk at the 2009

IEEE International Conference on Computational Photography [25] and directly

through microscope illumination in a journal article in the Journal of Microscopy

[2]. A simpler form of the proof on impossible two-dimensional patterns has been

presented at the 2011 OSA Digital Holography and Three-Dimensional Imaging

conference [26] and a full version is currently being considered for submission

to a journal.

• a novel algorithm for computing a desired partially coherent beam from a set

of intensity constraints in a three-dimensional volume. Work is in progress for

submission to JOSA A.

• a method of decomposing a partially coherent beam into multiple “quasi-Schell”

modes and framing of the decomposition as a weight low-rank approximation

problem.



Chapter 2

Illumination

We begin our investigation by establishing a formal definition of the illumination

problem, where we wish to design a source system so that it generates a suitable

illumination pattern to elicit a desired response out of a sink system. Given this

definition, we can then apply several assumptions about the sink system that are

valid for most application areas to show that any incoming illumination can be fully

characterized by the second-order characteristics of a partially coherent beam. We

will then conclude by reviewing the basics of partially coherent light and phase space

before proceeding to an analysis of illumination system families in the next chapter.

2.1 Sources and sinks

In any illumination setup, there must be component(s) that generate light and a

component(s) that receive the light. For this manuscript, we will refer to the light

generating component(s) as a source system and the light receiving component(s)

as a sink system. The source system consists of one or more light emitters, whose

outgoing light can be modified by one or more occluders (which can be thought of as

amplitude masks) and one or more lenses (which can be thought of as phase masks).

The sink system will have a similar composition – incoming light is modulated by one

or more occluders and/or lenses, and the modulated light is finally absorbed by one

or more detectors. Let’s define the illumination to be the optical radiation after it

7
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Figure 2.1: We can formally define the illumination problem as one where we wish to
design a source system such that it generates an illumination pattern that causes the
sink system to produce a desired output response. A source system will in general
consist of emitters and optical elements such as occluders and lenses. A sink system
will in general consist of detectors and its own occluders and lenses.

finishes interacting with the optical elements in the source system and before it starts

interacting with the optical elements in the sink system. Given these definitions, we

can define the illumination problem as:

Given a specified sink system and a desired response from

its detectors, design a source system such that the exitant

illumination from it drives the sink system in such a way

that the desired response is obtained.

To solidify this definition, let us explore a few examples of illumination setups.

One example setup would be a person viewing a three-dimensional display consisting

of a liquid crystal display (LCD) panel with an attached lenticular sheet. In this

setup, the source system is the three-dimensional display, the illumination is the light

emanating from the display, and the sink system consists of the person’s eyes. The

backlight in the LCD panel contains the emitters in the source system, the LCD

matrix itself is an occluder that modulates the color and intensity of the light, and
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the lenticular sheet is a set of lenses that refract the outgoing light. In the sink

system, the irises are occluders that limit the incoming angle of light, and the lenses

of the eyes focus that light onto the retina, which consists of many detectors in the

form of neurons. For this particular setup, the problem being solved is the generation

of appropriate three-dimensional patterns of light from the display such that they

create a specific response in the retinal neurons of the viewer, causing the viewer to

see the desired three-dimensional image.

Another example setup would be the optical stimulation of neurons using a com-

puter generated holographic device. The laser (emitter), spatial light modulator(s)

(occluder and/or lens) and microscope optics (occluders and/or lenses) form the

source system. The channelrhodopsin labeled neurons (detectors) in the live tissue

sample form the sink system. The illumination would be the coherent light emitted

from the objective of the microscope. For this particular setup, the problem being

solved is the generation of appropriate three-dimensional patterns of light from the

CGH device so that the illumination deposits sufficient energy on the labeled neurons,

causing them to fire.

Recall that we summarized three different illumination device families in the pre-

vious chapter. Each device, in this formal definition, will be considered a source

system, and the application of this device to a particular problem will specify the

sink system. Thus, to establish how well these different devices perform, we will

need to compare the types of illumination patterns each device or device family can

achieve.

2.2 Quantifying illumination

To enable a rigorous comparison of illumination patterns, we require a rigorous math-

ematical description of the exitant illumination from a source system. One possibility

is to aim for the most general of descriptions, an optical scalar field oscillating over

space and time:

U(r, t) (2.1)
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With the exclusion of polarization effects and evanescent fields, this description suf-

fices to fully quantify the light being emitted by a source system. However, this

representation is unwieldy – its size and format makes it hard to extract intuitive and

useful descriptions of the light. Furthermore, it contains too much information, most

of which would be lost by the detectors in the sink system.

To arrive at a more intuitive and compact representation of the illumination, let

us make some simplifying assumptions which hold for the majority of use cases:

1. The sink system consists of only linear components outside of the

detectors themselves.

Most optical components in common everyday use are linear. This includes

any passive occluders and/or lenses. The Kerr effect [27–29] and two-photon

effects [30, 31] would be two effects which violate this assumption. Harmonic-

generating nonlinear crystals would also violate this assumption.

2. Components in the sink system have time-invariant behavior.

In general, optical components are static and do not vary in their behavior

over time. If components vary slowly over time, then we can consider several

separate time-invariant sink systems, one for each time segment.

3. The detectors in the sink system can not detect the wave itself, but

only detect the integral of incoming intensity of the light over a rel-

atively long time compared to the oscillation period and any path-

length differences induced by the sink system.

Only electromagnetic waves at optical frequencies fall within the scope of this

manuscript, and it is rare for a device to react to the temporal oscillations of

the EM wave itself at those frequencies. In most cases, optical detectors simply

integrate the amount of energy it has received over a period of time. The inte-

gration time assumption should only be violated in either very large systems or

in systems that have a lot of recursive reflections.

Given these assumptions, we can formulate an expression for the energy Yi received

by the ith detector in the sink system as a function of the optical scalar field U(r, t)
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emanated from the source system:

Yi =

∫ ∣∣∣∣∫∫ hi(r, τ)U(r, t− τ)drdτ

∣∣∣∣2 dt (2.2)

where hi(r, t− τ) is the contribution of the field at r at time τ to the ith detector at

time t. We’re modeling the energy as the magnitude squared of the incoming field

to the detector and we can use a linear time-invariant expression because of the first

two assumptions. The integral over t is due to the final assumption.

We can expand the magnitude squared of a double integral term in Equation (2.2)

into a quadruple integral:

Yi =

∫ ∣∣∣∣∫∫ hi(r, τ)U(r, t− τ)drdτ

∣∣∣∣2 dt
=

∫ ∫∫
hi(r1, τ1)U(r1, t− τ1)dr1dτ1

∫∫
h∗i (r2, τ2)U∗(r2, t− τ2)dr2dτ2dt

=

∫ ∫ ∫ ∫ ∫
hi(r1, τ1)h∗i (r2, τ2)U(r1, t− τ1)U∗(r2, t− τ2)dr1dr2dτ1dτ2dt

(2.3)

Then, by performing the following change of variables:

τ̄ = τ1 τ ′ = τ2 − τ1 (2.4)

we arrive at:

Yi =

∫ ∫ ∫ ∫ ∫
hi(r1, τ̄)h∗i (r2, τ̄+τ ′)U(r1, t−τ̄)U∗(r2, t−τ̄−τ ′)dr1dr2dτ̄dτ

′dt

=

∫∫∫∫
hi(r1, τ̄)h∗i (r2, τ̄+τ ′)

∫
U(r1, t−τ̄)U∗(r2, t−τ̄−τ ′)dtdr1dr2dτ̄dτ

′

(2.5)

Applying our third assumption, we assume that the range of τ̄ over which h(r, τ̄) is

nonzero is very small compared to the limits of integration of t, and further simplify



CHAPTER 2. ILLUMINATION 12

the expression to:

Yi =

∫∫∫∫
hi(r1, τ̄)h∗i (r2, τ̄+τ ′)ΓU(r1, r2, τ

′)dr1dr2dτ̄dτ
′

=

∫∫∫
Γh(r1, r2,−τ ′)ΓU(r1, r2, τ

′)dr1dr2dτ
′ (2.6)

where Γh is the cross correlation of the impulse response h(r, τ) and ΓU is known in

optics as the mutual coherence function of the stochastic scalar field U(r, t). That is,

the energy received at any detector is only a function of some illumination-invariant

impulse response and the mutual coherence function of the illumination. Describing

an optical field by a mutual coherence field means we are viewing light as a par-

tially coherent field. Let us now review what partial coherence means and use this

opportunity to establish some notation for the subsequent chapters.

2.3 Partial coherence

The physical reason we need to study coherence is that light is a stochastic process –

a single “monochromatic” point emitter does not typically emit a constant wave in a

pure frequency. That is, point emitters do not generate photons at a constant rate;

they create photons randomly. Therefore, if we consider the oscillation emanating

from the point emitter over time, we’ll see that it is locally monochromatic over short

time intervals, but that there will be random phase shifts of the wave over time. What

this does is to reduce the amount of interference resulting from mixing light from two

different emitters.

As an example, let us consider the average intensity at a point receiving contribu-

tions from two different point emitters with vastly different phase shifts. Let U1(t) be

the field contribution from the first emitter and U2(t) be the field contribution from
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the second emitter. Then, the average intensity I is a time average given by:

I =
〈
|U1(t) + U2(t)|2

〉
=

〈
U1(t)U∗2 (t) + U2(t)U∗1 (t) + |U1(t)|2 + |U2(t)|2

〉
= 2Re 〈U1(t)U∗2 (t)〉+

〈
|U1(t)|2

〉
+
〈
|U2(t)|2

〉
(2.7)

However, random phase shifts cause U1(t) to be decorrelated from U2(t), and hence

the first term is zero, yielding the result that the average intensity measured at this

point is simply a sum of the intensity contributions from the two point emitters. In

this case, we can say that the light from the two emitters are mutually incoherent.

Now, consider the case that U1(t) and U2(t) are actually correlated. For instance,

U1(t) and U2(t) are measurements of the field at two different locations of a laser

beam. Then, the first term in the expression in equation (2.7) will not be zero and

will in fact vary based on the relative phase shift of U1(t) and U2(t). This perturbation

is what causes interference, since the intensity of the sum of two fields is not the sum

of the intensities of the two fields. We would call this situation the fully coherent

case.

In general, in a “monochromatic” system with multiple point emitters, the light

generated will tend to be partially coherent, where interference has a partial effect on

the intensity. Suppose we wish to analyze what happens when we mix contributions

from different parts of a partially coherent field with a possible time delay between

components. Mixing the partially coherent field at location r1 with the partially

coherent field at a time τ later at location r2 yields an average intensity Isum given

by:

Isum =
〈
|U(r1, t) + U(r2, t+ τ)|2

〉
=

〈
|U(r1, t)|2

〉
+
〈
|U(r2, t+ τ)|2

〉
+ 2Re 〈U(r1, t)U

∗(r2, t+ τ)〉

= I(r1) + I(r2) + 2Re 〈U(r1, t)U
∗(r2, t+ τ)〉 (2.8)

That is, the average intensity of the sum is the sum of the average intensities plus

twice the real part of the cross correlation. This correlation is referred to in the optics
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literature as the mutual coherence function [32]:

Γ(r1, r2, τ) = 〈U(r1, t)U
∗(r2, t+ τ)〉 (2.9)

This function describes the entire coherence state of the partially coherent field and

can be used to derive the average intensity at any point. Spatial coherence is described

by the value of the mutual coherence function when r1 6= r2. Temporal coherence

is described by the value of the mutual coherence function when τ 6= 0. Further-

more, since the mutual coherence function is the expected value of the product of

two fields, linear operations on coherent fields can be applied to partially coherent

fields by simply applying it to the two components (corresponding to r1 and r2 sepa-

rately. Therefore, the mutual coherence function is sufficient to describe most optical

phenomena outside of quantum and nonlinear optics.

In 1982, Wolf proposed a new way of looking at this function [33]. Taking the

Fourier transform with respect to τ of the mutual coherence function, yields what is

known as the cross spectral density :

W (r1, r2, ω) =
1

2π

∫
Γ(r1, r2, τ)e−jωτdτ (2.10)

The cross spectral density transforms the partially coherent field into a set of dif-

ferent optical frequencies and describes the spatial coherence between points at each

frequency independently. Furthermore, Wolf shows that the cross spectral density at

any particular frequency ω can be factored into a sum of coherent fields
√
λnφn(r, ω),

i.e. coherent modes :

W (r1, r2, ω) =
∑
n

λn(ω)φ∗n(r1, ω)φn(r2, ω) (2.11)

We will revisit this result in subsequent chapters, as this is a powerful tool for both

analyzing and synthesizing partially coherent fields.

For the simpler case of quasi-monochromatic light, when the bandwidth of light

is very small compared to the average frequency ω0, we can take a slice of the cross
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spectral density at ω = ω0, yielding an expression with only spatial variables. This ex-

pression is a more rigorous definition of the mutual intensity, a function that describes

the spatial coherence of the field:

J(r1, r2) = W (r1, r2, ω0) = Γ(r1, r2, 0) (2.12)

The equality in the above equation holds due to degeneracy of the integral in Eq.

(2.10) caused by quasi-monochromaticity, i.e. Γ is a pure phasor in τ .

Furthermore, for a quasi-monochromatic partially coherent beam in the paraxial

regime, we need only the mutual intensity function at a single transverse plane to

obtain the mutual intensity function (and thus optical qualities of the beam) at other

planes. This is because propagation of light is a linear operation and thus we can

apply a propagation kernel such as the Fresnel diffraction integral to the two halves

of the cross correlation at one plane to get the cross correlation at a different plane:

Jz1(x1, y1, x2, y2) =
1

λ2(z1 − z0)2
×∫∫∫∫

Jz0(ξ1, η1, ξ2, η2)e
jk

2(z1−z0) [(x1−ξ1)2+(y1−η1)2+(x2−ξ2)2+(y2−η2)2]dξ1dη1dξ2dη2

(2.13)

where k = 2π/λ and λ is the wavelength. Therefore, the mutual intensity in a

three-dimensional volume of free propagation can be fully determined by the mutual

intensity at a particular plane.

2.3.1 Discretization

Since optical systems are inherently bandlimited, whether by wavelength or by the

systems’ numerical aperture, the optical field and coherence measures such as the

mutual intensity can be fully described by a discretized representation according to

the Nyquist-Shannon sampling theorem. Given a sufficiently small sampling interval

∆ and a bandlimited two-dimensional field U(x, y), the discrete form U [m,n] of the
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field is the following two-dimensional discrete function:

U [m,n] = U(m∆, n∆) (2.14)

where m and n are integers. Likewise, the discrete form J [m1, n1,m2, n2] of a ban-

dlimited mutual intensity J(x1, y1, x2, y2) is the following four-dimensional discrete

function:

J [m1, n1,m2, n2] = J(m1∆, n1∆,m2∆, n2∆) (2.15)

Since most optical systems are linear, it would be useful to be able to operate on

fields using linear algebra. Assuming a field U [m,n] of finite extent where m,n ∈
{1, . . . , N}, let us form a vector form u of the field. First, let us write the discrete

form of the field as a matrix U :

U =


U [1, 1] U [1, 2] . . . U [1, N ]

U [2, 1] U [2, 2] . . . U [2, N ]
...

...
. . .

...

U [N, 1] U [N, 2] . . . U [N,N ]

 =
(
u1 u2 . . . uN

)
(2.16)

where un are the columns of U . Then, the vector form of the field is created by the

vertical concatenation of these columns:

u =


u1

u2

...

uN

 (2.17)

Note that each row in u corresponds to a specific spatial location. For each row index

i, let us define the corresponding spatial locations by two discrete functions:

m[i] = [(i− 1) mod N ] + 1

n[i] = b(i− 1)/Nc+ 1
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The process of converting a discrete representation into vector form is illustrated

pictorially in Figure 2.2.

Figure 2.2: A bandlimited continuous field can be sampled and converted into a
discrete form U [m,n]. A bounded discrete form U [m,n] can be converted into vector
form by vertically stacking the columns in U [m,n].

Since we have converted the field from two-dimensional discrete function down

to a one-dimensional vector representation, we should be able to convert the mutual

intensity down from a four-dimensional discrete function into a two-dimensional ma-

trix representation. We will now define the matrix form J ∈ CN2×N2
of the mutual

intensity to be:
J [m[1],n[1],m[1],n[1]] J [m[1],n[1],m[2],n[2]] . . . J [m[1],n[1],m[N2],n[N2]]

J [m[2],n[2],m[1],n[1]] J [m[2],n[2],m[2],n[2]] . . . J [m[2],n[2],m[N2],n[N2]]

...
...

. . .
...

J [m[N2],n[N2],m[1],n[1]] J [m[N2],n[N2],m[2],n[2]] . . . J [m[N2],n[N2],m[N2],n[N2]]

 (2.18)

Note that J is a Hessian matrix. Given this matrix representation, Wolf’s coherence

mode decomposition can be described by a singular value decomposition:

J = FΣFH (2.19)
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where Σ is a diagonal matrix consisting of the singular values σi and F ∈ CN2×N2
is

an orthonormal matrix with columns fi:

F =
(
f1 f2 . . . fN2

)
(2.20)

The matrix/vector form equivalent of the coherent mode decomposition in Equation

(2.11) is given by:

J =
N2∑
i=1

σifif
H
i (2.21)

The matrix form of the mutual intensity thus allows us to easily see how coherent the

partially coherent field is. A fully coherent field would only consist of one mode and

hence would be a rank-one matrix. A fully incoherent field has no nonzero terms off

the diagonal and therefore would have up to N2 modes. The matrix representation

of coherence was initially introduced by Gamo [34] and properties of the matrix

representation (e.g. rank vs. coherence) are explored in Ozaktas et al.’s work [35].

2.4 Phase space

The idea of partial coherence has also been explored in the field of phase space optics,

a topic that has acquired recent popular interest. Of importance are two quadratic

space-frequency functions [36] computed via a Fourier transform and coordinate sys-

tem change of the mutual intensity function on a plane [37]. They are the Wigner

distribution function,

B(x, y, fξ, fη) =

∫∫
J
(
x+ ξ

2
, y + η

2
, x− ξ

2
, y − η

2

)
e−j2π(fξξ+fηη)dξdη (2.22)

and its Fourier conjugate (including a coordinate reversal), the ambiguity function,

A(fx, fy, ξ, η) =

∫∫
J
(
x+ ξ

2
, y + η

2
, x− ξ

2
, y − η

2

)
e−j2π(fxx+fyy)dxdy (2.23)

The Wigner distribution function is a function of space and frequency variables.

Since pure spatial frequencies of the optical field on a plane correspond to plane
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waves along different directions (i.e. the angular spectrum), we can intuitively treat

the frequency variables of the Wigner distribution function as directions. In fact,

one way to interpret the Wigner distribution function is that it is a quasi-probability

distribution of the position and momentum of photons. Since position (intersection

point with the plane in question) and direction (momentum) is all that is needed

to specify a ray of light, the Wigner distribution function can be thought of as a

more rigorous ray-model representation of light that incorporates interference and

diffraction phenomena. The use of the Wigner distribution function as a measure of

“generalized radiance” of rays was the reason it was first introduced to the field of

optics [38–42]. Unlike real radiance, “generalized” radiance can be negative, which

creates interference effects.

The Wigner distribution is an intuitive mathematical representation of light that

reduces complicated direct operations on the field to simpler operations – propagation

in a paraxial beam from one transverse plane to another can be computed via a linear

shear in the coordinate system, and lensing by ideal thin lenses can also be represented

by shears in an orthogonal direction. The actual intensity of the field at the plane

can be calculated by projecting along the frequency axis, and the angular distribution

of light can be calculated by projecting along the spatial axis. A summary of these

methods can be found in Bastiaan’s paper on the subject [43].

Likewise, the ambiguity function also exhibits useful properties, the most impor-

tant of which is that the Fourier transform of the intensity at different planes in a

paraxial beam are simply slices of the ambiguity function [44,45]. This property forms

the backbone of the development of wavefront coding systems for extended depth of

field [46]. In the full four-dimensional case of the ambiguity function in 3D space,

each slice through the origin corresponds to the 2D Fourier transform of an image

formed through an astigmatic lens system; the slopes correspond to the focal lengths

along the two transverse axes.

Lastly, since the Wigner distribution and ambiguity function are derived directly

and reversibly from the mutual intensity, they are equivalent representations of the

coherence state of a partially coherent field.
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2.5 Summary

The illumination problem can be formulated as the design of a source system that

can produce a specific illumination pattern so that it elicits a desired response in the

sink system. If we make some assumptions which correspond to the most common

situations, we can show that detector responses in the sink system are simply a func-

tion of the mutual coherence function (mutual intensity in the quasi-monochromatic

case) of the illumination generated by the source system. The mutual intensity can

also be viewed in three other equivalent representations:

1. as an incoherent sum of coherent modes – a partially coherent field can be

described as multiple fully coherent fields which do not interfere with each

other,

2. as a Wigner distribution – a partially coherent field can be modeled as a set of

generalized rays with possibly negative radiance,

3. as an ambiguity function – a partially coherent field can be modeled as a set

of 2D intensity patterns formed by imaging through an (astigmatic) lens with

differing focal lengths along the two transverse axes.

For ease of notation and analysis, we will from this point onward only consider

quasi-monochromatic light, as extension to polychromatic light is straightforward

from the independence of different frequencies in the cross spectral density. Except

where noted, we will also consider only paraxial beams; extension to non-paraxial

scalar fields can be done using the Rayleigh-Sommerfeld diffraction integral or angular

spectrum methods [47].



Chapter 3

Analysis

We will now use the ideas of partial coherence discussed in the previous chapter to

analyze the capabilities of the following three illumination device families:

1. Ray devices

The desired illumination is created by generating a set of light rays with varying

radiance. This approach models illumination by specifying a radiance for each

ray in free space.

2. Holographic devices

The desired illumination is generated by modulating a coherent field (e.g. from

a laser) using spatial light modulator(s). This approach models illumination as

a fully coherent field.

3. Volumetric devices

The desired illumination is generated by scanning planar images or points

through space, either through direct excitation of a medium or by imaging

an incoherent light source. This approach models illumination as the output of

a set of isotropic (diffuse) point emitters in free space.

We will use coherence representations such as the mutual intensity or the ambiguity

function to evaluate what illumination patterns can and cannot be generated by each

device family. We will show that there are drawbacks for each device family because

the underlying model for that family fails to describe certain types of illumination.

21
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3.1 Ray devices

Ray devices rely on the geometric optics model of light travelling along rays. Each

ray, if unhindered, contains a constant amount of radiance (i.e. optical energy) trav-

elling along it, and individual rays don’t interact with each other. The effect of

changes in index of refraction (e.g. in the case of lenses) is modeled by the bend-

ing of rays through either refraction or reflection, computed using Snell’s Law and

Fresnel equations. The intensity (power density) of light at a point can be computed

by integrating the radiance of all the rays that intersect that point. This approach

forms the basis of plenoptic cameras [48, 49], light field rendering [14] and integral

imaging [16]. Commercially available multiscopic displays using parallax barriers or

lenticular sheets are also based on this approach.

Under geometric optics, we can characterize illumination reaching a viewer by the

set of rays that intersect a virtual plane placed directly in front of the viewer. Doing so

results in a four-dimensional distribution of (positive) radiance in “ray space”, where

two of the dimensions are in position and two of the dimensions are in direction. This

concept is known as the “light field” in the computer graphics literature [14]. For

the rest of manuscript, when we refer to the light field, we will be referring to this

concept, as opposed to the concept of an optical field in general. This light field has the

same dimensionality as the partial coherence representations covered in the previous

chapter. Even though one of these representations, the Wigner distribution, can be

thought of as a quasi-distribution on a photon’s position-momentum state space and

thus mimicking the layout of ray space, quantum mechanics’ uncertainty principle

stipulates that we cannot know simultaneously with exact precision the position and

momentum of a particle. Therefore, any approach that utilizes ray space will be

limited by this issue, as we will see when we analyze a few devices in this device

family using partial coherence concepts.

3.1.1 Integral imaging display

In an integral imaging display, an incoherent 2D image is placed at the front focal

plane of a lens array, as shown in Figure 3.1. This lens array demultiplexes the
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spatioangular information on this image into a light field. In the ideal case, each

pixel generates light that reaches only one lens, and this light is then converted into

a “fat” ray emanating from the other side of the lens. Integral imaging displays

usually operate in the macroscopic regime, but they have been adapted for use in

microscopy as well to create three-dimensional patterns inside a microscopic specimen

[2]. Furthermore, instead of a lens array, a pinhole array can also be used, which

results in a parallax barrier display.

Figure 3.1: An integral imaging display uses a lens array (ii) to convert the spatioan-
gular data found on an incoherent image plane (i) into an output light field (iii). The
lens array has focal length F and is located at z = 0. In this figure, two pixels are
turned on at the incoherent image plane, which generates two “rays” from this device.

Since the image plane in front of the lens array is incoherent, each “ray” gener-

ated by this device from a pixel on this image plane is also incoherent with respect

to any other ray. Therefore, we can analyze this using the Wigner distribution and

consider each pixel separately. The total result would simply be the sum of all the

pixel contributions. To simplify notation, we will only consider the flat-land repre-

sentation, where we have one-dimensional images and lens arrays. The extension to

two dimensions is straightforward. Recall from the previous chapter that we will also

assume a quasi-monochromatic system.

Now let’s calculate the “impulse response” in the Wigner distribution induced by

light from a single pixel. Suppose the pixel in question is at position x = s0+t0F with
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unit intensity and its corresponding lens in the lens array is centered at x = s0 with

aperture function a(x). We can think of this pixel as generating the ray at position

s0 and angle (slope) t0. We will calculate the impulse response by calculating the

following four Wigner distributions in sequence:

1. B1 at the original pixel plane

2. B2 after propagating to just before the lens array plane

3. B3 after applying the focusing (phase) component of the lens

4. B4 after applying the masking (amplitude) component of the lens

At z = −F , the Wigner distribution of this pixel is given by:

B1(x, fξ; s0, t0) = δ(x− s0 − t0F ) (3.1)

A propagation of distance f along the axis from the incoherent image plane to the

lens array plane shears the Wigner distribution:

B2(x, fξ; s0, t0) = B1(x− fξλF, fξ; s0, t0)

= δ(x− fξλF − s0 − t0F ) (3.2)

Focusing by the lens causes a shear in the orthogonal direction:

B3(x, fξ; s0, t0) = B2(x, fξ + (x− s0)/(λF ); s0, t0)

= δ(x− λF (fξ + (x− s0)/(λF ))− s0 − t0F )

= δ(λFfξ − t0F )

= δ(fξ − t0/λ)/(λF ) (3.3)

Masking by the aperture function results in a convolution along the angular coordinate

for each spatial coordinate with the Wigner distribution Ba(x−s0, fξ) of the aperture
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function a(x− s0) [36]:

B4(x, fξ; s0, t0) =

∫
B3(x, f ′ξ; s0, t0)Ba(x− s0, fξ − f ′ξ)df ′ξ

=

∫
δ(f ′ξ − t0/λ)/(λF )Ba(x− s0, fξ − f ′ξ)df ′ξ

= Ba(x− s0, fξ − t0/λ)/(λF ) (3.4)

Therefore, the resulting system is shift invariant, and the impulse response is simply

the Wigner distribution of the aperture function. Given an input idealized light field

L(s, t), the resulting output Wigner distribution can be written as:

Bout(x, fξ) = 1
λF

∫∫
Ba(x− s, fξ − t/λ)L(s, t)dsdt (3.5)

That is, the Wigner distribution of the aperture blurs the ideal light field we would

wish to render. In practice, L(s, t) isn’t a continuous function with infinite support; it

is discrete in s and bounded in both dimensions. However, L(s, t) in that case can be

represented as a sum of delta functions, and the above equation can still be applied.

Coincidentally, light field imaging using a microlens array (essentially the integral

imaging display in reverse) also results in a convolution of the Wigner distribution

microlens aperture function with the incoming ideal Wigner distribution [25], due to

Helmholtz reciprocity.

A more intuitive picture can be obtained by investigating this blur in the Fourier

domain. That is, we can look at the ambiguity function Aout(fx, ξ) of the output light

as a function of the Fourier transform L̃(fs, ft) of the ideal light field. The convolution

theorem implies that we are masking the Fourier transform of the ideal light field by

the ambiguity function of the aperture of the lens:

Aout(fx, ξ) = 1
F
Aa(fx, ξ)L̃(fx,−ξ/λ) (3.6)

That is, areas where Aa(fx, ξ) has a small value masks out the corresponding areas in

L̃(fx,−ξ/λ). In other words, high frequency regions of the ideal light field are attenu-

ated and/or removed in an integral imaging display. This effect is physically caused
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by diffraction, as a finite sized lens can only image at limited resolution. The front

focal plane of the lens is conjugate with the far field (i.e. angular information) of the

light. Therefore, reducing the lens aperture to obtain spatial resolution at the lens

array plane results in a reduction in angular resolution due to the diffraction limit.

The extension to parallax barriers, where pinholes replace microlenses, is straight-

forward, since we can describe a pinhole by an aperture function of smaller spatial

support compared to that of a lens.

To a first-order approximation, an ambiguity function occupies roughly the same

area regardless of what the original function is. We can see this by projecting the

ambiguity function along the fx and ξ coordinates to obtain the magnitude squared of

the original function and its Fourier transform, respectively. Since increasing the ex-

tent of a function reduces its extent in the Fourier domain and vice versa, attempting

to increase the area by increasing the width of the ambiguity function would reduce

its height, and so forth. In fact, if the width of the original function is scaled by

a factor α, the width of the Fourier transform would have to be scaled by a factor

1/α. The resulting extent of the ambiguity function would still be the same. Thus,

masking in the integral imaging display tells us that we will only be able to access a

fixed area of the Fourier transform of the ideal light field around the origin.

For the specific case of the light field illuminator in [2], the fixed area limitation

in the ambiguity function results in a trade-off between transverse (x-y) resolution of

a focused spot and the number of distinctly addressable depths (z). The transverse

resolution is directly controlled by the microlens pitch and the objective magnification.

However, reducing the microlens pitch to increase transverse resolution causes the

angular resolution to drop, which in turn reduces the number of addressable depths,

as shown in Figure 3.2. This is because a specific angular extent (i.e. NA) induces a

vertical blur in the ambiguity function, causing a perfectly focused spot to become a

thick line. In order for focused spots to be distinct, they must not overlap by much

in the ambiguity function. However, increasing the transverse resolution reduces the

“height” of the ambiguity function mask, reducing the number of these depths that

will fit inside the new mask. This also reduces the maximum depth as well. Note

that these effects are caused by physical limitations and cannot simply be remedied
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Figure 3.2: Pictorial representations of the ambiguity function corresponding to vari-
ous focused spots with different microlens configurations. A focused spot at a specific
depth created by an integral imaging display with limited NA forms a slab in the
ambiguity function, whose borders are indicated by the bold lines in (i). For the
particular configuration in (i), four distinct depths are achievable, with slabs corre-
sponding to each additional depth outlined in thin lines. Increasing the transverse
resolution (increasing the width of the ambiguity function mask) by a factor of two
causes the angular resolution to drop (a decrease in the height of the ambiguity func-
tion mask), resulting in half as many distinct depths, as shown in (ii) Note that the
maximum depth (slope) has been quartered as well.
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via decreasing the pixel size on the illumination device.

A resolution anomaly

Before we move on, let us take a closer look at the ambiguity function corresponding

to a plain rectangular aperture, as shown in Figure 3.3. This would be the “transfer”

function for a microlens system in flatland with no apodization. Recall that the

ambiguity function consists of slices that correspond to the Fourier transform at

different depths. It is interesting to note here that for a particular depth off the

primal plane, shown by the dotted line in the figure, this aperture yields higher-than-

expected resolution.

(i) (ii)

Figure 3.3: Use of a plain (unapodized) rectangular aperture yields a mask in the
ambiguity function as shown in (i). Positive values are red and negative values are
blue. Performing a coordinate transform converts the ambiguity function into a depth
varying optical transfer function (OTF), as shown in (ii). The OTF is the Fourier
transform of the impulse response in intensity and the vertical axis in (ii) denotes
distance from the lens array plane (z = 0). Note that there is a slight increase in the
width of the OTF past the lens array plane, indicated by the horizontal dotted line.
The equivalent cut in the ambiguity function is shown as the slanted dotted line in
(i).

This is somewhat counter-intuitive, as we expect diffraction to cause a bundle of
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“parallel” rays emanating from a lens to always be gradually diverging. However,

the diffraction pattern in the near field of a small aperture does show a “focal”

spot shortly after the aperture, as shown in Figure 3.4. Recall that the “transfer”

function is simply the ambiguity function of the aperture shape. This “focal” spot is

characteristic of small apertures and is related to the concept of focal shift [50–52].

Figure 3.4: The diffraction pattern from a plane wave moving from the left to right
hitting a square aperture of width 100λ at the left side of the figure, computed using
the Fresnel diffraction integral. While diffraction from an aperture is sharp at the
aperture plane, it also has a moderately sharp spot shortly after the aperture, labeled
by the dotted line. This corresponds to the same dotted line in Figure 3.3. The
diffraction pattern is not to scale; an equal distance in reality should be ten times
longer along the horizontal/longitudinal/z axis than the vertical/transverse/x axis.

However, recall that L(s, t) was also discrete in s. This implies that its Fourier

transform L̃(fs, ft) must also be periodic in fs. Therefore, we would observe aliased

copies at intervals of 1/∆s where ∆s is the sampling interval along s. Thus, for a

standard integral imaging display, it is possible that aliasing would negate the extra

resolution gain at that depth. One solution to exploit this extra resolution gain would

be to have s sampled more finely by temporally multiplexing the incoherent image in

the integral imaging display and concurrently shifting the lens array through different

positions. For example, to increase sampling in s by two in each direction, we would

iterate through four images, each corresponding to a different sub-microlens shifted

set of spatial samples in the ideal light field we wish to generate.
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Although stepping through different sub-microlens spatial offsets to achieve more

resolution sounds like super-resolution, it is not a super-resolution method. This

stepping is simply aiming to restore a small amount of resolution at planes near a

specific depth, made possible by an oddity in the wave propagation of light through

a small aperture. Through Helmholtz reciprocity, this method may be applied to

imaging as well, but this differs from typical light field super-resolution techniques

[53, 54] since this technique always offers a small net gain in resolution at the cost

of temporal resolution and does not rely on deconvolution or priors to achieve this

resolution gain. Note that since only a small amount of transverse resolution at a

specific depth is restored, intentionally reducing the temporal resolution of the display

might be too costly for the benefit gained.

3.1.2 Aperture scanning displays

A different approach to ray-based illumination generation scans a pinhole in the

aperture (Fourier) plane of a time-varying incoherent image display so that each

image creates a roughly parallel bundle of rays with direction determined by the

pinhole position, and time-multiplexing the images results in filling ray space with

the desired light field, as shown in Figure 3.5 [15]. The device can also be thought of as

a fast time-varying display imaged through a telecentric lens system whose telecentric

stop is pinhole sized and translated in sync with the display.

We will now apply the same phase space optics principles to this system as we did

to the integral imaging display. Let L(x, u/F ), a function mapping a position (x) on

the image plane and a position (u) on the aperture plane to an intensity value, with

F being the focal length of the 4-f system and a(u) be the transparency profile of the

pinhole aperture. This function is essentially an ideal light field representation. The

resulting output Wigner distribution of the display can be calculated by accumulating

across all pinhole positions the Wigner distribution of light produced by a single

image-pinhole pair. The output Wigner distribution for a single image-pinhole pair

is calculated via these intermediate Wigner distribution functions:

1. B1 at the original pixel plane
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Figure 3.5: In an aperture scanning display, an incoherent image plane (i) is imaged
through a 4-f system (ii) with focal length F onto an output plane (iii). Many images
are shown in rapid succession, and a pinhole mask at the aperture plane (iv) of the 4-f
system moves in tandem to select the direction of the parallel ray bundle emanating
from the output plane.
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2. B2 after propagating through the first 2-f Fourier transforming lens system

3. B3 after applying the pinhole mask

4. B4 after propagating through the second 2-f Fourier transforming lens system

At the original pixel plane, we have an incoherent image with intensity distribution

I(x;u) = L(x, u/F ), so the corresponding Wigner distribution is this one-dimensional

function:

B1(x, fξ;u) = L(x, u/F ) (3.7)

A Fourier transforming lens system performs the following coordinate transform cor-

responding to a ninety degree rotation:

B2(x, fξ;u) = B1(−λFfξ, x/(λF );u)

= L(−λFfξ, u/F ) (3.8)

Masking by the pinhole aperture induces a convolution along the spatial coordinate:

B3(x, fξ;u) =

∫
B2(x, fξ − f ′ξ, ;u)Ba(x− u, f ′ξ)df ′ξ

=

∫
L(−λFf ′ξ, u/F )Ba(x− u, fξ − f ′ξ)df ′ξ (3.9)

Propagation through the second lens system also performs a Fourier transform and

yields a coordinate transformation in the Wigner distribution:

B4(x, fξ;u) = B3(−λFfξ, x/(λF );u)

=

∫
L(−λFf ′ξ, u/F )Ba(−λFfξ − u, x/(λF )− f ′ξ)df ′ξ (3.10)

Combining the contributions for each pinhole location, we arrive at the following

result for the final output Wigner distribution at the output plane:

Bout(x, fξ) = 1/F

∫∫
L(−λFf ′ξ, u/F )Ba(−λFfξ − u, x/(λF )− f ′ξ)df ′ξdu (3.11)
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The corresponding ambiguity function is:

Aout(fx, ξ) = 1/(λF )Aa(−ξ/(λF ),−λFfx)L̃(−fx, ξ/λ) (3.12)

These results show that this display system also blurs the ideal light field by a Wigner

distribution, this time of the aperture function corresponding to the pinhole, and

conclusions similar to the integral imaging display can be drawn.

3.1.3 Summary

As can be seen from the two derivations, ray-based display devices suffer from an

inherent lack of resolution caused by a blur in the Wigner distribution or equivalently

an apodization in the ambiguity function. For the specific instance of the light field

illuminator for microscopy, this results in a trade-off between transverse resolution and

number of individually addressable depths. This effect is precisely due to attempting

to characterize outgoing illumination by a set of non-interfering rays, and thus any

ray-based display system would suffer from this effect. Although this effect is minimal

at the macroscopic scale, where three-dimensional patterns have feature sizes much

larger than the diffraction limit of light, the effect is severe at microscopic scales close

to the diffraction limit.

3.2 Holographic devices

Unlike ray-based devices, holographic devices generate very high resolution illumi-

nation patterns. Holography directly takes into account the wave nature of light

and models light propagation in space as a wave equation as opposed to a set of

rays. Holographic devices modulate an input coherent beam with a spatial pattern

in amplitude and/or phase. This spatial pattern, or hologram, causes diffraction and

interference patterns which generate the desired three-dimensional light pattern.

The modulation of a coherent beam by a fixed pattern will result in a fully coher-

ent field and this coherence introduces limitations on the types of three-dimensional
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patterns that can be generated. This is in addition to the standard limitations appli-

cable to any illumination device, such as the diffraction limit (light patterns cannot

be infinitely sharp since the wave function is bandlimited) and conservation of energy

(a propagating light beam in free space cannot create a bright transverse plane of

light followed by a fully dark transverse plane of light, as this would imply optical

energy has been destroyed).

Constraints on possible patterns that can be generated by coherent fields is often

described as one of dimensionality, since it is well-known that a coherent field in a

volume can be fully described by a two-dimensional manifold in its Fourier transform.

This leads naturally to the observation it would be very difficult to create arbitrary

higher-dimensional patterns, such as a three-dimensional pattern in a volume. We

will now discuss this limitation in more detail as well as show that coherence causes

limitations even when the dimensionality matches, such as in the case of attempting

to generate a planar intensity pattern.

3.2.1 Four-dimensional limitations

We begin our discussion by noting that a fully coherent field cannot by definition

represent arbitrary partially coherent fields. Mathematically, there is a dimensionality

mismatch between the four dimensions that is needed to describe arbitrary optical

fields in any state of coherence and the two dimensions that can represent all fully

coherent fields. Full coherence also forces the matrix form of the mutual intensity

(as discussed in the previous chapter) to be rank-one. This is a degenerate case of

coherent modes, where the mutual intensity only contains a single coherent mode and

is thus fully coherent.

We will now reinforce this theory with a concrete example where slightly modifying

the Wigner distribution of a well-known fully coherent field causes it to no longer be

coherent, even though the resulting partially coherent field is still physically plausible.

Let B be the Wigner distribution function corresponding to a Gaussian beam:

B(x, y, fξ, fη) = 4σ2πe−4σ2π2f2ξ−4σ2π2f2η e−x
2/σ2−y2/σ2

(3.13)
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The associated scalar field at z = 0 is a Gaussian with standard deviation σ and the

intensity profile at that plane has standard deviation σ/2:

U(x, y, z = 0) = e(−x2−y2)/(2σ2) , I(x, y, z = 0) = e(−x2−y2)/(σ2) (3.14)

Let σ be sufficiently large compared to the wavelength so that non-paraxial effects

can be ignored. Now, consider expanding the Wigner distribution of this beam by a

factor of κ > 1 along both frequency axes while maintaining the same intensity profile

at z = 0:

B̂(x, y, fξ, fη) =
1

κ2
B(x, y, fξ/κ, fη/κ) (3.15)

One effect of this angular expansion is compression of the intensity profile of the beam

longitudinally by a factor of κ:

Î(x, y, z) = I(x, y, κz) (3.16)

We will now show that this modified Wigner distribution cannot be a coherence rep-

resentation of a fully coherent field by analyzing the corresponding mutual intensity

functions. The mutual intensity function corresponding to the original Gaussian beam

is:

J(x1, y1, x2, y2) = U(x1, y1, z = 0)U∗(x2, y2, z = 0)

= e(−x21−x22−y21−y22)/(2σ2)

= e−[(x1+x2)2+(x1−x2)2+(y1+y2)2+(y1−y2)2]/(4σ2) (3.17)

The stretch along the frequency axes of the Wigner distribution causes a compression

along the spatial distance expressions in the mutual intensity:

Ĵ(x1, y1, x2, y2) = e−[(x1+x2)2+κ2(x1−x2)2+(y1+y2)2+κ2(y1−y2)2]/(4σ2) (3.18)

If this new mutual intensity function were to represent that of a coherent field, then
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it must be a separable function:

Ĵ(x1, y1, x2, y2) = Û(x1, y1)Û∗(x2, y2) (3.19)

This implies that:

Ĵ(x̂1, ŷ1, x̂2, ŷ2)Ĵ(x̂2, ŷ2, x̂1, ŷ1) = Ĵ(x̂1, ŷ1, x̂1, ŷ1)Ĵ(x̂2, ŷ2, x̂2, ŷ2) (3.20)

for any coordinate variables x̂1, ŷ1, x̂2, ŷ2 such that they do not refer to the same

spatial position:

(x̂1 − x̂2)2 + (ŷ1 − ŷ2)2 > 0 (3.21)

Substituting (3.18) into the left hand side of (3.20) yields:

Ĵ(x̂1, ŷ1, x̂2, ŷ2)Ĵ(x̂2, ŷ2, x̂1, ŷ1) = e−2[(x̂1+x̂2)2+κ2(x̂1−x̂2)2+(ŷ1+ŷ2)2+κ2(ŷ1−ŷ2)2]/(4σ2)

(3.22)

Substituting (3.18) into the right hand side of (3.20) yields:

Ĵ(x̂1, ŷ1, x̂1, ŷ1)Ĵ(x̂2, ŷ2, x̂2, ŷ2) = e−[4x̂21+4x̂22+4ŷ21+4ŷ22]/(4σ2) (3.23)

In order for the left and right hand sides to be equal:

(x̂1 + x̂2)2 + κ2(x̂1 − x̂2)2 + (ŷ1 + ŷ2)2 + κ2(ŷ1 − ŷ2)2 = 2x̂2
1 + 2x̂2

2 + 2ŷ2
1 + 2ŷ2

2

κ2(x̂1 − x̂2)2 + κ2(ŷ1 − ŷ2)2 = (x̂1 − x̂2)2 + (ŷ1 − ŷ2)2

κ2 = 1 (3.24)

Since we’ve defined κ > 1, the two sides in Equation (3.24) cannot be made equal

and therefore this modified Wigner distribution cannot be the Wigner distribution of

a fully coherent field.

However, if κ is small enough such that the expansion in the angular spectrum

doesn’t exceed the diffraction limit, then the Wigner distribution function in Equation

(3.15) does represent a physically valid partially coherent beam. Since the convolution

of two Gaussians results in a Gaussian with a larger standard deviation, B̂ can be



CHAPTER 3. ANALYSIS 37

written as a convolution between the original Gaussian signal (with variance (8σ2π2)−1

along the frequency axes) and a Gaussian signal in frequency with variance (κ2 −
1)/(8σ2π2) to obtain one with the correct variance of κ2/(8σ2π2):

B̂(x, y, fξ, fη) =

∫∫
B(x, y, α, β)

4σ2π

κ2 − 1
e−4σ2π2((fξ−α)2+(fη−β)2)/(κ2−1)dαdβ (3.25)

Recall that a partially coherent beam can be analyzed as the incoherent ensemble of

multiple coherent beams and that addition of Wigner distribution functions implies

incoherent addition. Convolution along the frequency axis in the Wigner distribution

creates replicas of the original Wigner distribution at various offsets in frequency.

Therefore, the convolution in Equation (3.25) indicates that this “compressed” Gaus-

sian beam can be constructed as an incoherent ensemble of many Gaussian beams

having the same beam waist as the original beam. Each of these constituent beams

has been modified by an amplitude scale factor as well as a linear phase factor (due to

the shift in frequency) that rotates the central axis of the Gaussian beam away from

the optical axis. Hence, we have shown that any longitudinal compression of a partic-

ular coherent beam causes it to no longer to be a valid coherent beam, but a physically

plausible partially coherent field can represent this compressed light pattern. These

results are summarized pictorially in Figure 3.6. Do note that since Gaussian convo-

lution can only increase the variance, the same trick cannot be applied in the case of

an “expansion” of the Gaussian beam along the optical axis.

In fact, the partially coherent field represented by this stretched Wigner distribu-

tion is a member of a family of well-known partially coherent sources called Gaussian

Schell-model sources, where the degree of spatial coherence is a spatially invariant

Gaussian function and the intensity profile is a Gaussian function as well [55–57].

This can be made obvious by examining the mutual intensity corresponding to the

Wigner distribution in Equation (3.25) by performing the inverse Fourier transform

along fξ and fη, which converts the convolution to a multiplication:

Ĵ(x+ ξ
2
, y + η

2
, x− ξ

2
, y − η

2
) = J(x+ ξ

2
, y + η

2
, x− ξ

2
, y − η

2
)e−

κ2−1
4σ2 (ξ2+η2) (3.26)
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Figure 3.6: A Gaussian beam, whose Wigner distribution is shown in (i), can be
compressed along the optical axis to obtain a new Wigner distribution, (ii). Since
only the projection along one axis changed, this cannot be the Wigner distribution
of a (coherent) function. However, we can construct this Wigner distribution in
(ii) by adding multiple copies of the original Wigner distribution, which are scaled
and shifted (iii), due to the fact that convolution of two Gaussians simply adds the
variances. This addition in phase space causes the creation of a partially coherent
beam, and hence coherence is the main limiting obstacle to creating the desired
Wigner distribution in (ii).
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Conversion back to the the two coordinate format from the mean and difference

format yields the well-known form of the mutual intensity of a Gaussian-Schell model

source:

Ĵ(x1, y1, x2, y2) = e−
x21+y21

2σ2 e−
x22+y22

2σ2 e−
κ2−1
4σ2 ((x1−x2)2+(y1−y2)2) (3.27)

= I(x1, y1)1/2I(x2, y2)1/2µ(x1 − x2, y1 − y2) (3.28)

where I(x, y) = e−
x2+y2

σ2 is the Gaussian intensity profile and

µ(∆x,∆y) = e−
κ2−1
4σ2 (∆2

x+∆2
y) (3.29)

is the Gaussian degree of spatial coherence.

3.2.2 Three-dimensional limitations

Not only are arbitrary mutual intensity functions unrealizable for coherent fields,

arbitrary bandlimited three-dimensional wave functions are also not realizable. It is

well known that the Fourier transform of a coherent three-dimensional scalar field

far away from any evanescent sources yields a three-dimensional function that is

zero everywhere except on the surface of a sphere with radius 1/λ, where λ is the

wavelength of the optical field in question. In other words, a two-dimensional manifold

can describe any realizable coherent three-dimensional field. Therefore, there many

of three-dimensional fields that cannot be realized [58,59], e.g. a “plane wave” whose

wavelength is twice as long as the wavelength of the field:

U(x, y, z) = e
j2πz
2λ (3.30)

The limitation arises from Huygens’s principle, where a coherent field convolved

with a spherical wave must result in the same coherent field. The Fourier transform

of a spherical wave lies entirely on the surface of a sphere of radius 1/λ. Therefore,

through the convolution theorem, any physically valid field must also be on the surface

of this sphere. In other words, enforcing that the three-dimensional scalar field is a
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proper solution to the Helmholtz equation results in the loss of one dimension.

Intuitively, full coherence implies that light from any two points will interfere with

each other. Since light propagates, the field at one point interacts with the field at

every other point. In order for such a system to be stable, perturbations of the field

at one point would necessarily involve perturbations of the field at many other points,

much in the same way that compressing a water balloon at one point would cause

other parts of the water balloon to bulge.

However, in many application areas, only the intensity and not the phase of the

coherent field is important. Since the intensity is simply the field multiplied by its

complex conjugate, this means that the possible extent of the Fourier transform of the

intensity is equivalent to the autocorrelation of the hollow sphere. This operation does

“fill” three-dimensional space, making it more difficult to determine a specific pattern

that would be impossible to generate using a fully coherent field. However, recall that

this autocorrelation operation is still a function from a two-dimensional manifold to a

three-dimensional pattern. Therefore, the set of possible three-dimensional intensity

patterns must have size less than or equal to the set of possible three-dimensional field

patterns and thus the same limitations still apply, although the freedom to choose

the phase may yield potential gains.

With the discussion so far, limitations of coherent fields have been the result of

obvious dimension-mismatch issues, but in the following section, we will demonstrate

that not all bandlimited two-dimensional intensity patterns can be generated by a

coherent field, either. This conclusion will make it obvious that not all bandlimited

three-dimensional intensity patterns can be generated either, as any three-dimensional

intensity pattern containing an impossible two-dimensional intensity pattern will also

be impossible to generate using a coherent field.

3.2.3 Two-dimensional limitations

We will now investigate limitations on two-dimensional intensity patterns due to full

coherence. More specifically, we will consider a planar slice U(x, y) of a fully coherent

field propagating in the +z direction, where the maximum horizontal and maximum
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vertical components of spatial frequency are strictly less than a specific frequency

fmax, i.e. the two-dimensional Fourier transform of U(x, y) has square spatial support

with a width and height of 2fmax. For example, the output plane of an optical Fourier

transformer possesses this property if the input plane is fully coherent and contains

negligible energy outside a square shaped region. We will refer to such a field by the

term square-bandlimited coherent field.

Since intensity is the product of the field with its complex conjugate, the support

of the Fourier transform of the intensity must be a square with width and height

4fmax due to the convolution theorem. By Nyquist’s sampling theorem, a sampled

lattice at intervals of ∆ = 1/(4fmax) is sufficient to fully describe the intensity pattern

in this plane. This sampling pattern is also obviously sufficient to fully specify the

field U(x, y), since the field has a smaller bandlimit. It is the goal of this section to

demonstrate a family of intensity patterns that satisfy the Fourier domain support

requirements but cannot be generated via a square-bandlimited coherent field.

Sampling and degrees of freedom

Let us consider a square-bandlimited coherent field with negligible energy outside a

2N∆ × 2N∆ square region, as shown in Figure 3.7. Critically sampling the field

(i.e. no two samples are dependent) implies a sampling lattice pattern with sampling

intervals of 2∆ along each axis. This results in N2 unique samples of the field inside

this square region, and the field inside this region can be controlled simply by specify-

ing these N2 complex values. However, the sampling interval required to sample the

intensity pattern is ∆ along each dimension, giving rise to 4N2 sample points inside

this square region. That is, in order to specify all possible intensity patterns in this

square region, we would need to specify 4N2 independent real values. Since we only

have the ability to control N2 complex values via the field, this means we can only

fully specify 2N2 of the 4N2 samples of the intensity. Thus, there must exist some in-

tensity patterns that cannot be realized in this situation, even if the intensity patterns

are bandlimited properly. Furthermore, this mismatch is always present, regardless

of the size of the region chosen (i.e. what N). In other words, for a two-dimensional

square-bandlimited coherent field, the increased sampling rate needed to fully specify
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Figure 3.7: In a 2N∆× 2N∆ square region of a planar slice of a square-bandlimited
coherent field, critical sampling of the field yields N2 complex-valued samples, and
thus yielding 2N2 degrees of freedom of control. However, the doubled sampling rate
along each dimension for the intensity requires 4N2 real samples to properly specify
the intensity. Since we only have 2N2 degrees of freedom of control in this region, we
cannot specify all possible intensity patterns through controlling the coherent field.



CHAPTER 3. ANALYSIS 43

the intensity causes a mismatch in the degrees of freedom available through control

of the coherent field and the degrees of freedom needed to fully specify the intensity.

An unrealizable pattern

With this degree of freedom mismatch in mind, we will now formally prove that

unrealizable bandlimited intensity patterns do exist. Given a square-bandlimited

coherent field U(x, y), let us define U [m,n] to be the unique discretization of this

field and I[m,n] be the unique discretization of the intensity of this field:

U [m,n] = U(m∆, n∆) , I[m,n] = I(m∆, n∆) = |U(m∆, n∆)|2 (3.31)

Let S[m,n] be the discretization of the field S(x, y) of a diffraction limited spot that

can be generated on this plane given the bandlimit constraints on the field:

S[m,n] = S(m∆, n∆) = (mnπ2/4)−1 sin(mπ/2) sin(nπ/2) (3.32)

where ∆ = 1/(4fmax) is the sampling interval required for the intensity (and thus is

sufficient for the field) as defined previously. Note that S[m,n] is zero when either m

or n is even, unless m = n = 0, in which case it has value 1.

We will show in the following section that a square bandlimited coherent field

cannot produce an intensity pattern formed by summing three diffraction limited

spots of various brightness centered at points P1,, P2 and P3 with respective discrete

coordinates (m1, n1), (m2, n2) and (m3, n3):

I0[m,n] =
3∑
i=1

Ii |S[m−mi, n− ni]|2 (3.33)

with the restriction that mi and ni are even integers, Ii > 0, the points P1, P2 and

P3 are unique and that the three points are not in the same row (same n) or column

(same m). Symmetries in the system (m and n coordinates can be swapped and the

signs of the m and n coordinates can be flipped) allow for a simpler set of assumptions



CHAPTER 3. ANALYSIS 44

without loss of generality:

∀i, Ii > 0 (3.34)

n1 < n2 ≤ n3 (3.35)

|m1 −m2|+ |m2 −m3| > 0 (3.36)

|n2 − n3|+ |m2 −m3| > 0 (3.37)

Condition (3.35) ensures that at most two points share the same row, and the ordering

can be swapped via reflection along n. Condition (3.36) ensures that at most two

points share the same column, with no restrictions on ordering. Condition (3.37)

ensures that P2 and P3 are not the same point. Examples of intensity patterns which

fit these criteria are shown in Figure 3.8.

(i) (ii)

Figure 3.8: Examples of 2D bandlimited intensity patterns that cannot be generated
by a square-bandlimited coherent field. The intensity pattern is shown using a heat
map palette, where the color changes from black to red to yellow to white with
increasing intensity.

Proof

We will now proceed with a proof by contradiction, showing that the intensity patterns

described in the previous section is not realizable via a square-bandlimited coherent

field. First, assume that a square-bandlimited coherent field discretization U0[m,n]
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exists such that:

|U0[m,n]|2 = I0[m,n] (3.38)

If such a field exists, then it should have amplitude equal to the square root of the

desired intensity I0 and some phase value which we are free to assign at each sample

point. We will show that it is impossible to assign phase values to ensure that both the

desired intensity is satisfied (3.38) and that the resulting field is correctly bandlimited.

Let us define without loss of generality the phase of the discretized wave function

U0[m,n] at the three diffraction spot centers P1, P2 and P3 to be φ1, φ2 and φ3,

respectively. Given these values, we can first determine the phase of the points in the

same column as one of the points Pi (U0[mi, n] with n varying) and the points in the

same row as one of the points Pi (U0[m,ni] with m varying).

We start by considering the field at points [m,n] where both m and n are even.

Recall that S[m,n] is zero when either m and n are even unless m = n = 0, when it is

1. Thus, this means that the desired intensity I0 at a point where m and n are both

even contains contributions from at most one of the diffraction limited spots; i.e. the

summation in Equation (3.33) has at most one nonzero term. That is, U0[m,n] is

either:

• I1/2
i ejφi , if m = mi and n = ni for some diffraction spot Pi.

• 0 otherwise.

Using this observation, we can conclude that for the column U0[mi, n] in which

diffraction spot Pi resides, and for n even (and mi is obviously even because of where

the diffraction spot centers are located):

• if n = ni, then U0[mi, n] = Iie
jφi , since the location of zeros in S[m′, n′] removes

any contributions from any other diffraction spot.

• if n = nj for some other diffraction spot Pj that happens to share the same

column as Pi, then U0[mi, n] = I
1/2
j ejφj by the same reasoning.

• otherwise, U0[mi, n] = 0
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Now let us consider the phase of U0[mi, n] when n is odd. Since U0[mi, n] is a

discretized axis-aligned slice of a square-bandlimited function, these one-dimensional

discrete representations must also have maximum frequency fmax. Therefore, convolv-

ing the pulse train
∑

n U0[mi, n]δ(x, y−n∆) (conversion of the discrete representation

to the continuous domain) by the bandlimited sinc function S(0, y) (which results in

ideal reconstruction for any signal with maximum frequency fmax) and then sampling

at intervals of ∆ should result in 2U0[mi, n]. The extra scale factor comes from the

2× oversampling. This convolution and sample process is equivalent to a discrete

convolution:

U0[mi, n] =
∑
l 6=n

U0[mi, l]S[0, n− l] (3.39)

Since S[0, n − l] is zero if n 6= l and n − l is even, this means that the summation’s

only nonzero entries are when l is even. From the previous discussion, U0[mi, l] only

has nonzero values when it is on top of a diffraction spot if l is even. Thus, we can

rewrite the infinite sum in the previous equation to a finite sum, as the majority of

the entries are zero:

U0[mi, n] =
3∑
j=1

I
1/2
j ejφjS[mj −mi, nj − n] (3.40)

This includes a summation for all three spots, but the S[mj −mi, nj − n] quantity

ensures no contributions if mj 6= mi, i.e. if the diffraction spot doesn’t lie on our

current column under consideration. The same analysis can be applied to the rows

as well to obtain a similar result:

U0[m,ni] =
3∑
j=1

I
1/2
j ejφjS[mj −m,nj − ni] (3.41)

With these results, we now know the phase of the field U0 at all rows and columns

which contain one of the diffraction spot centers.

Now let’s consider some point U0[m̂, n̂] where m̂ and n̂ are odd integers. By

applying the same convolution-invariance argument with regards to the band limit

in the two dimensional regime (and hence a factor of four due to oversampling), we
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arrive at an expression similar to Equation (3.39):

3U0[m̂, n̂] =
∑

k,l 6=m̂,n̂

U0[k, l]S[m̂− k, n̂− l] (3.42)

S[m̂− k, n̂− l] is nonzero only:

• when both k and l are even (case i)

In this case, U0[k, l] will only be nonzero at the diffraction spot centers (mi, ni).

• when m̂ = k and l is even (case ii)

In this case, U0[k, l] will only be nonzero at the points (k, l) = (m̂, ni), where ni

is the coordinate of one or more diffraction spot centers

• when n̂ = l and k is even (case iii)

In this case, U0[k, l] will only be nonzero at the points (k, l) = (mi, n̂), where

mi is the coordinate of one or more diffraction spot centers

Combining the above cases with Equation (3.42) yields:

3U0[m̂, n̂] =
3∑
i=1

U0[mi, ni]S[m̂−mi, n̂−ni]+U0[m̂, ni]S[0, n̂−ni]+U0[mi, n̂]S[m̂−mi, 0]

(3.43)

Substituting equations (3.40) and (3.41) into the above and further simplification

yields:

U0[m̂, n̂] =
3∑
i=1

I
1/2
i ejφiS[m̂−mi, n̂− ni] (3.44)

Applying Eq. (3.33) to the above yields:

3∑
i=1

Ii |S[m̂−mi, n̂− ni]|2 =

∣∣∣∣∣
3∑
i=1

I
1/2
i ejφiS[m̂−mi, n̂− ni]

∣∣∣∣∣
2

(3.45)

Equation (3.45) states that at discrete locations where m and n are both odd, the

expected output of the incoherent sum of three diffraction spot intensities is equal to

the intensity of the coherent sum of three diffraction spots. This result can be further



CHAPTER 3. ANALYSIS 48

simplified to the following linear form via an extended version of the law of cosines:

α1,2ψ1,2 + α1,3ψ1,3 + α2,3ψ2,3 = 0 (3.46)

where αi,j = S[m̂−mi, n̂− ni]S[m̂−mj, n̂− nj] and ψi,j = (IiIj)
1/2 cos(φi − φj).

Thus, a collection of such candidate points (m̂, n̂) forms a system of linear equa-

tions. We will now show that it is possible to pick four points such that the cor-

responding linear system of equations has only one solution, i.e. the matrix whose

entries are αi,j has rank equal to 3. This single solution would be where all the ψi,j

are zero, leading to a contradiction that will be shown at a later point.

We will now show that by choosing some positive odd integer β, we can ensure

that the four points Q1 = (m1−β, n1−1), Q2 = (m2+β, n1−1), Q3 = (m1−β, n2+1)

and Q4 = (m2+β, n2+1) creates a rank-3 matrix. This particular choice of points will

always yield a matrix whose first column has a single value across all rows, regardless

of β: 
abcd aceh bdeh

abcd adeg bceg

abcd bcfh adfh

abcd bdfg acfg



ψ1,2

ψ1,3

ψ2,3

 =


0

0

0

 (3.47)

where

a = S[0, 1] b = S[0, n2−n1+1] e = S[0, n3−n1+1] f = S[0, n3−n2−1]

c = S[β, 0] d = S[m2−m1+β, 0] g = S[m3−m1+β, 0] h = S[m3−m2−β, 0]

(3.48)

All eight values in Eq. (3.48) are nonzero because one coordinate for the S[m,n]

function is 0 and the other is odd. Subtracting the even rows from the odd rows

yields a linear system involving ψ1,3 and ψ2,3:(
ae(ch− dg) be(dh− cg)

bf(ch− dg) af(dh− cg)

)(
ψ1,3

ψ2,3

)
=

(
0

0

)
(3.49)

The determinant D of the above 2× 2 matrix is: ef(a2− b2)(ch−dg)(dh− cg). Since



CHAPTER 3. ANALYSIS 49

n1 < n2 according to the assumption in Equation (3.35), a2 − b2 < 0. As stated

before, neither e nor f can be zero. For D to be zero, at least one of the remaining

two terms would have to be zero, and therefore either c/g = d/h or d/g = c/h. If at

least one of those were true, then at least one of the following equations has to be

true (derived by plugging in the definition of S[m,n]):

|β/(∆1 + β)| = |(∆1 + ∆2 + β)/(∆2 − β)| (3.50)

|β/(∆1 + β)| = |(∆2 − β)/(∆1 + ∆2 + β)| (3.51)

where ∆1 = m2 −m1 and ∆2 = m3 −m2. For at least one of the above equations to

be true, then at least one of the four following equations must be true:

2β2 + 2∆1β + ∆2(∆1 + ∆2) = 0

2β(∆1 + ∆2) + ∆2(∆1 + ∆2) = 0

2β2 + 2∆1β −∆1∆2 = 0

2∆2β + ∆1∆2 = 0

(3.52)

To proceed with the proof, let’s consider two possibilities separately – whether ∆2 is

zero or not.

When ∆2 6= 0...

If ∆1 is also nonzero, then there can be at most 6 unique values of β that satisfy at

least one of the above equations, since none of them are degenerate in this case. If

∆1 is zero, then the above four equations can be reformulated as:

2β2 + ∆2
2 = 0 (3.53)

2β∆2 + ∆2
2 = 0 (3.54)

2β2 = 0 (3.55)

2∆2β = 0 (3.56)

The latter two are impossible because β has to be an odd integer. This leaves us with
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at most 3 unique values of β that satisfies at least one of the equations in (3.52).

Thus, only a finite number of β satisfies at least one of the equations in (3.52) and

there are an infinite number of β we can pick. Therefore, D can be made nonzero by

choosing beta from a sequence of ascending odd integers until all four equations are

false in (3.52).

Since we can make D 6= 0 by choosing a particular β, the matrix in Eq. (3.49)

can be made full rank and thus the system has a unique solution ψ1,3 = ψ2,3 = 0.

This implies that angles φ1 and φ3 are orthogonal, and that angles φ2 and φ3 are also

orthogonal. Therefore, φ1 and φ2 cannot be orthogonal as well. However, plugging

ψ1,3 = ψ2,3 = 0 into Eq. (3.47) results in arriving at the conflicting conclusion that

ψ1,2 = 0 as well. It’s conflicting because all of the Ii are positive and we cannot have

three angles that are all orthogonal to each other, hence making the cosine terms

necessarily not all zero in the definition of the ψ terms.

When ∆2 = 0...

In this case, ∆1 has to be nonzero, because otherwise the assumption given by Equa-

tion (3.36) would be violated. Now if ∆1 6= 0, then we can subtract the even rows

from each other and the odd rows from each other in (3.47) to obtain:(
ch(ae− bf) dh(be− af)

dg(ae− bf) cg(be− af)

)(
ψ1,3

ψ2,3

)
=

(
0

0

)
(3.57)

The determinant in this case is gh(c2−d2)(ae−bf)(be−af), and since ∆1 = m1−m2 6=
0, c2− d2 is nonzero, the determinant can only be zero if at least one of the following

equations is true:

|(∆3 + 1)/1| = |(∆3 + ∆4 + 1)/(∆4 + 1)| (3.58)

|(∆3 + 1)/1| = |(∆4 + 1)/(∆4 + ∆3 + 1)| (3.59)

where ∆4 = n3 − n2 ≥ 0 and ∆3 = n2 − n1 > 0. Since we assumed that ∆2 =

0, then ∆4 6= 0 because of assumption (3.37) and ∆4 ≥ 0 because of assump-

tion (3.35). Thus we know that ∆4 > 0. Thus, (3.59) has to be false, because

|(∆4 + 1)/(∆4 + ∆3 + 1)| < 1 and |(∆3 + 1)/1| > 1. For (3.58) to be true, then at
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least one of the following equations must be true:

∆3∆4 = 0 (3.60)

∆4 = −2 + 2∆3

2 + ∆3
(3.61)

Neither can be true because the former needs ∆4 = 0 and the latter needs ∆4 < 0.

Thus, (3.57) has only a unique solution. Following similar reasoning for when ∆2 was

not zero, we obtain that ψ1,3 = ψ2,3 = 0 and the conflicting conclusion from plugging

into (3.47) that ψ1,2 = 0 as well.

Combining the results from the above two situations yields the conclusion that

there exists no valid φ1, φ2, φ3 for the phases at points P1, P2, P3 that allow for the

intensity patterns at an additional four points Q1, Q2, Q3, Q4 to match our desired

intensity I0 and still maintain U0’s bandlimit. Hence, our desired intensity I0 is not

realizable with the described square-bandlimit coherent field.

3.2.4 Discussion

The above proof demonstrates that there are a family of two-dimensional patterns

that cannot be realized with a square-bandlimited coherent field , even though the

pattern itself does not contain a spatial frequency greater than the maximum possible

spatial frequency realizable using a coherent field. This family of patterns is trivially

realizable with partially coherent fields, since a partially coherent field can be viewed

as as an incoherent sum (i.e. summing in intensity) of fully coherent fields. Thus, a

partially coherent field whose modes correspond to individual diffraction spots gener-

ates the desired intensity pattern. Hence, this limitation on two-dimensional intensity

patterns must be due to the full coherence of the field. The structure of the proof

lends to the possibility of proofs for patterns involving more diffraction spots, but

the complexity of the proof would increase drastically in that case. Instead, let us

consider the question from the opposite viewpoint – what are some patterns that are

feasible with coherent fields?
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Provably realizable patterns

In the previous proof, recall that we specifically asked for three distinct diffraction

spots. Obviously, a single diffraction spot can be created by a coherent field, but a

two diffraction spot pattern is also easily realizable. The following intensity pattern

consisting of the intensity sum of two diffraction limited spots,

I(x, y) = I1S
2(x− x1, y − y1) + I2S

2(x− x2, y − y2) (3.62)

can be easily generated by the coherent sum of one “real” diffraction spot and one

“imaginary” diffraction spot:

U(x, y) = I
1/2
1 S(s− x1, y − y1) + jI

1/2
2 S(x− x2, y − y2) (3.63)

owing to the fact that fields corresponding to diffraction spots are real and that total

intensity is an “incoherent sum” of the real and imaginary intensities.

Also recall that we asked for three diffraction spots that did not all lie in the

same row or column. Therefore, the following intensity pattern consisting of three

diffraction spots lying in the same row would violate that assumption:

I[m,n] =
3∑
i=1

IiS
2[m−mi, n− n0] (3.64)

Note that this intensity pattern is separable. That is:

I[m,n] = S2[0, n− n0]
3∑
i=1

IiS
2[m−mi]

= Iy[n]Ix[m] (3.65)

In order to generate a separable intensity pattern, it is sufficient to find a separable

coherent field:

U [m,n] = Uy[n]Ux[m] (3.66)
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such that

|Uy[n]|2 = Iy[n] (3.67)

|Ux[m]|2 = Ix[m] (3.68)

Uy[n] can simply be S[0, n−n0]. Finding Ux[m] is more complicated, but it is relatively

well known in the optics community that the one-dimensional phase-retrieval problem

from the intensity is theoretically solvable [60]. Furthermore, this should make sense,

since for a region in the one-dimensional case containing N samples of the field, there

would be only 2N samples of the intensity, yielding a match in the total degrees of

freedom. This result yields an interesting corollary, which is that if a discretization

I[m,n] of a bandlimited 2D intensity pattern can be written as a separable function:

I[m,n] = Ix[m]Iy[n] (3.69)

then this intensity pattern is realizable using a separable square-bandlimited fully

coherent field.

Convexity of set of possible intensities

We’ve been talking about the set of possible intensity patterns that can be realized

using a square bandlimited coherent field as well as ones realizable by the partially

coherent analog. Let’s denote IC as the set of all possible coherent intensity patterns

with total intensity equal to 1 and IP as the set of all possible partially coherent

intensity patterns with total intensity equal to 1. According to coherent mode theory,

any partially coherent intensity pattern can always be written as the sum of fully

coherent ones:

∀IP ∈ IP ,∃I(i)
C , αi, β ≥ 0 such that βIP =

∑
i

αiIP and
∑
i

αi = β (3.70)

Therefore, the set IP must be the convex hull of the set IC and is thus convex. Fur-

thermore, we know that every coherent intensity pattern can be written as a partially
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Figure 3.9: The set of all possible coherent intensity patterns, IC with unit total
intensity is illustrated in the shaded region inside a solid border. The set of all
possible partially coherent intensity patterns IP forms the convex hull of the set IC
and is shown inside the dotted border. The diagram is a pictorial representation (and
not to scale) of a two-dimensional slice of the hyper-dimensional set, where each axis is
the intensity of a point in space. For example, the two green points indicate intensity
patterns possible with a coherent field, with the intensity patterns shown using a
heat map palette. The red point refers to an intensity pattern that is impossible with
a coherent field, and it is simply the average intensity of the two possible intensity
patterns.

coherent intensity pattern with a single mode, and thus the following statement is

true:

IC ⊆ IP (3.71)

Since we’ve shown that there exists partially coherent patterns IP ∈ IP that cannot

be realized with full coherence, the sets IP and IC cannot be equal, and hence the set

of possible intensity patterns realizable using full coherence is only a proper subset

of the set of possible intensity patterns realizable using partial coherence:

IC ⊂ IP (3.72)

This result is summarized graphically in Figure 3.9.
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3.3 Volumetric devices

The final family of devices we shall consider are volumetric displays. Use of these

devices requires modeling illumination as three-dimensional patterns emitted by a

volume of light emitting voxels. One benefit of this model is that it is intuitive

to specify three-dimensional scenes. However, the following analysis using partial

coherence representations in phase space will demonstrate limitations on illumination

patterns that can be generated by these devices.

3.3.1 Phase space derivation

We will first derive an expression for the ambiguity function of the illumination gen-

erated by a volumetric display device. Volumetric display devices effectively generate

a set of incoherent point emitters where light from each emitter causes no interference

with light from any other emitter. These point emitters can either be real emitters

in space (such as an excited fluorophore) or projected images of emitters. Since there

is no interference between separate emitters, the phase space representation of the

illumination can be obtained via summing phase space representations of each emitter

or group of emitters.

Let us consider a set of point emitters located on the z = ẑ plane, with inten-

sity given by the two-dimensional function I(x, y; ẑ). Then, the ambiguity function

corresponding to this set of point emitters is:

A0(fx, fy, ξ, η; ẑ) = Ĩ(fx, fy; ẑ)δ(ξ + ẑλfx, η + ẑλfy) (3.73)

where Ĩ(fx, fy; ẑ) is the two-dimensional Fourier transform along x and y of I(x, y; ẑ).

This represents a two-dimensional plane embedded in a four-dimensional space.

Integrating over contributions across all planes z = ẑ in space yields the following
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expression for the ambiguity function:

A1(fx, fy, ξ, η) =

∫
A0(fx, fy, ξ, η; ẑ)dẑ (3.74)

=

∫
Ĩ(fx, fy; ẑ)δ(ξ + ẑλfx, η + ẑλfy)dẑ (3.75)

=

∫∫
Ĩ(fx, fy; ẑ)δ(ξ + ẑλfx, η + z′λfy)δ(z − ẑ)dẑdz′ (3.76)

=
1

λ2fxfy

∫∫
Ĩ(fx, fy; ξ

′/(λfx))

×δ(ξ − ξ′, η − η′)δ(ξ′/(λfx)− η′/(λfy))dξ′dη′ (3.77)

=
1

λ2fxfy
Ĩ(fx, fy; ξ/(λfx))δ(ξ/(λfx)− η/(λfy)) (3.78)

The delta function in the result is worth noting, since it shows that the ambiguity

function is zero at locations where:

ξ/(λfx) 6= η/(λfy) (3.79)

That is, the ambiguity function is only nonzero in a three-dimensional subset of the

four-dimensional space.

In practice, optical systems are bandlimited, and these point emitters in volumet-

ric displays are not usually entirely isotropic. Therefore, let’s also apply an exit pupil

function ã(fx, fy). Let Aa(fx, fy, ξ, η) be the ambiguity function corresponding to the

inverse 2D Fourier transform a(x, y) of the exit pupil function. Then, the ambiguity

function including these effects is simply:

A2(fx, fy, ξ, η) =

∫∫
Aa(fx, fy, ξ − ξ′, η − η′)A1(fx, fy, ξ

′, η′)dξ′dη′ (3.80)

We expect the exit pupil function to be large enough so that most of the details in the

images themselves are retained. Therefore, Aa(fx, fy, ξ, η) should be a function that

is wide in fx, fy and short in ξ, η. Thus, what this function does to the ambiguity

function of the plane is that it induces a small amount of approximately constant

vertical blur along the ξ, η dimensions, creating a “fuzzy” three-dimensional shape in
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Figure 3.10: The ambiguity function formed by a volumetric display is shown here
pictorially. The graph in (i) shows the ambiguity function projected along the fy and
η axes onto fx− ξ space. Note that the ambiguity function is blurred vertically. The
green circle in (i) indicates the position (fx0 , ξ0) and the graph in (ii) is a slice of
the ambiguity function at that position, i.e. what had been projected down onto the
point circled in (i). The green line is simply a line through the green circle in (i);
note that the graph in (ii) is clustered around a line of the same slope through the
origin. The dotted curves circle difficult areas in the ambiguity function for volumetric
devices to control. Volumetric devices have difficulty creating light patterns with
anisotropic/astigmatic/occlusion effects (A) and also have a difficult time controlling
out-of-focus blur (B) caused by the vertical blur in (i).

four-dimensional space.

3.3.2 Phase space analysis

We will now analyze the result obtained in the previous section and derive insight as

to what types of illumination volumetric displays can and cannot generate. Figure

3.10 (i) shows a pictorial representation of the ambiguity function in (3.80) projected

along the fy and η axes, and (ii) shows a slice of the ambiguity function along the

fy and η axes when fx = fx0 and ξ = ξ0. Ideally, the set of all possible illumination

patterns should allow for nearly arbitrary patterns in the ambiguity function as well.

These images show very clearly some issues in attaining that goal.
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As we look at (i), recall that there is a vertical blur along the ξ direction due to

the limited aperture. Since the planes are more tightly packed near the origin, but

the blur size is approximately the same, this means there’s more “cross-talk” between

the different planes at these lower frequencies. Physically, this means there’s out of

focus blur in a volumetric display – e.g. it is impossible to generate a one-dimensional

intensity pattern along the optical axis that is alternating light and pure darkness.

Another, more serious issue can be seen in (ii). Recall that we had a three-

dimensional shape imposed on the ambiguity function before applying the exit pupil.

Since the exit pupil only slightly blurs this in the η direction, most of the space in this

slice is blank. Therefore there must be a lot of different light patterns that cannot

be produced using volumetric displays. Physically, when we set ξ/(λfx) equal to

η/(λfy), we are saying the apparent depth of the light is the same whether we take

horizontal or vertical slices of the light. That is, the light we see is stigmatic. Nonzero

values outside of this line-shaped region in (i) result in astigmatic light. This should

be unsurprising, as the optical systems in volumetric displays simply generate points

in space through stigmatic optics.

The following ambiguity function derivation of a scene consisting of a plane of

uniform point emitters followed by an occluder will demonstrate that the empty

space in (i) precludes occlusions as well. This should make sense, since light from

every emitter (real or virtual) in volumetric displays is visible from every angle and

hits no occluders.

Now we will derive the ambiguity function corresponding to a scene consisting of

a plane of emitters at depth z = ẑ < 0 with intensity pattern I(x, y) and a occlusion

mask at the z = 0 plane with transmittance function m(x, y).

Ignoring numerical effects, the light from the plane of emitters has the following

ambiguity function:

A0(fx, fy, ξ, η) = Ĩ(fx, fy)δ(ξ + ẑλfx, η + ẑλfy) (3.81)
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Figure 3.11: The action of an occluder at the z = 0 plane on light from a set of
planar emitters at z = ẑ < 0 is shown. The original ambiguity function is illustrated
in (i) and (ii) in a fashion similar to Figure 3.10. The action of the occluder is
to cause a convolution along the frequency axes by a kernel (iii) and (iv), and the
resulting ambiguity function is illustrated in (v) and (vi). Note that in (vi), the
output ambiguity function is no longer constrained to a narrow linear region as in
Figure 3.10 (ii).
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Incorporating a mask involves a convolution along the frequency axes with the am-

biguity function Am(fx, fy, ξ, η) of the transmittance function:

A1(fx, fy, ξ, η) =

∫∫
Am(fx − f ′x, fy − f ′y, ξ, η)A0(f ′x, f

′
y, ξ, η)df ′xdf

′
y

=

∫∫
Am(fx − f ′x, fy − f ′y, ξ, η)Ĩ(f ′x, f

′
y)δ(ξ + ẑλf ′x, η + ẑλf ′y)df

′
xdf
′
y(3.82)

Performing the following substitution:

ξ′ = ẑλf ′y , η
′ = ẑλf ′x (3.83)

will yield:

A1(fx, fy, ξ, η)

=
1

ẑ2λ2

∫∫
Am(fx−ξ′/(ẑλ), fy−η′/(ẑλ), ξ, η)Ĩ(ξ′/(ẑλ), η′/(ẑλ)δ(ξ+ξ′, η+η′)dξ′dη′

=
1

ẑ2λ2
Am(fx + ξ/(ẑλ), fy + η/(ẑλ), ξ, η)Ĩ(−ξ/(ẑλ),−η/(ẑλ)) (3.84)

Note that now the above expression, compared to Equation (3.78), no longer has

a delta function term. Therefore, this ambiguity function is now actually a four

dimensional function and hence the empty space in 3.10 must be filled. A summary

of the operation can be seen pictorially in Figure 3.11.

3.4 Summary

We can see from the analysis of the three different families of illumination systems

that each type has its advantages and disadvantages. The ray-based systems use an

intuitive model of light rays passing through space, but they suffer from resolution

issues – high resolution areas to the “left” and “right” of the origin are diminished in

Figure 3.3. Holographic systems have very good resolution performance, but coherent

waves are harder to understand and also have certain patterns they cannot produce as

well, illustrated by the region in IP that is not contained in IC in Figure 3.9. Lastly,
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volumetric systems have probably the simplest representation of light, but they suffer

from defocus blur and inability to represent astigmatic or occlusion effects, as shown

by the circled areas in Figure 3.10. Since we’ve been comparing the types of light

patterns that can be generated to the full set of possible mutual intensity patterns

(or equivalently, Wigner distribution functions and ambiguity functions), perhaps

it would be best to directly aim for the generation of a specific mutual intensity

function.This will be the subject of the next chapter.



Chapter 4

Synthesis

We will now investigate how direct generation of specific partially coherent fields can

be used to solve illumination problems. Conceptually, we can divide the task into

two parts:

1. how to physically generate a desired partially coherent field (i.e. specified by

its mutual intensity), and

2. how to design a specific partially coherent field (i.e. how to find a desired mutual

intensity) to satisfy a given illumination application.

Recall from our review of partial coherence in Chapter 2 that a partially coherent

field can be decomposed into an incoherent mixture of fully coherent fields. A straight-

forward method to generate a desired partially coherent field would be to produce

separate coherent fields, each using its own laser and spatial light modulator (SLM),

and then combine them using a system of beam splitters. This approach works for

a few modes, but it obviously does not scale very well for partially coherent fields

containing a large number of modes. As an alternative, De Santis et al. proposed

generating a rapid sequence of coherent fields to create a desired partially coherent

field [61]. For sink systems with long integration times, illumination generated this

way would impact the sink system in the same way as a “true” partially coherent

field. Let us use this approach for the rest of the chapter.

62



CHAPTER 4. SYNTHESIS 63

Figure 4.1: The optical setup consists of a coherent plane wave propagating from left
to right being modulated by a time-varying phase-amplitude SLM, which is then in
turn imaged by a 4-f system that selects the zeroth order onto the plane Π0, where we
seek to control the mutual intensity of the generated partially coherent light beam.

We will first specify the optical setup needed for this approach while reviewing

methods to obtain control over amplitude and phase in a computer generated holo-

gram. We will then consider algorithms for computing a desired mutual intensity

given two example problems – simulating a “real” scene and computing a partially

coherent beam with desired intensity distribution. Lastly, we will discuss intricacies

involved with deriving a temporal sequence of modes from a desired mutual intensity

as well as the generation of highly incoherent fields.

4.1 Generating a partially coherent field

For the generation of the time-multiplexed field, let us use a system akin to one in

Figure 4.1. We will start with a plane wave incident on a SLM with control over

the phase and amplitude of each pixel over time. There are N -by-N pixels on the
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(i) (ii)

(iii) (iv)

Figure 4.2: Different SLM configurations to enable control over both phase and am-
plitude. Method (i) images a phase SLM onto an amplitude SLM. Method (ii) uses
spatial filtering of a binary amplitude SLM to obtain a lower resolution amplitude-
phase output. Method (iii) uses a Michelson interferometer to combine two phase
functions coherently to produce arbitrary amplitude-phase patterns. Method (iv)
uses spatial filtering to combine two phase functions multiplexed on a single SLM to
produce lower resolution amplitude-phase output.

SLM plane spaced ∆SLM wavelengths apart along each axis. The SLM plane is then

imaged onto plane Π0 by an ideal 4-f optical setup with a square aperture such that

only the zeroth order diffraction pattern is retained, removing the effect of SLM pixel

shape on the output light. In other words, the 4-f system is a 1-to-1 ideal relay system

and the square aperture is designed such that the image of the N -by-N points of the

SLM critically sample the resulting wave function at any output plane at any instant

in time. As a consequence of this sampling, discretization of fields conveniently has

the same sampling pattern as the SLM pixel lattice. We seek to control the mutual

intensity of the resulting partially coherent field at Π0.



CHAPTER 4. SYNTHESIS 65

In general, spatial light modulators only modulate either the phase or the ampli-

tude of an incoming coherent field, not both. However, one can build an amplitude-

phase modulator using several different configurations, as shown in Figure 4.2. The

straight-forward method (i) would be to image the output of an amplitude SLM onto

a phase SLM. Another method (ii) would be to use a 4-f filter to select a specific

diffraction order of a binary phase SLM [62]. Furthermore, since any complex valued

function f(x) = a(x)ejφ(x) can be written as the sum of two phase functions:

a(x)ejφ(x) = Aejφ1(x) + Aejφ2(x) (4.1)

where A = maxx a(x) and

φ1(x) = φ(x) + cos−1(a(x)/A)/2 (4.2)

φ2(x) = φ(x)− cos−1(a(x)/A)/2 (4.3)

we can combine these two phase functions coherently using dual-phase approaches.

In (iii), output from two phase SLMs are combined coherently through the use of

interferometric methods [63]. In (iv), the two phase functions are multiplexed onto a

single SLM, and they are mixed by spatial filtering [64].

Now that we have established methods for generating custom partially coherent

patterns through temporal multiplexing of some coherence mode representation of a

desired mutual intensity, let us explore ways to compute a desired mutual intensity

given a specific application.

4.2 Scene simulation algorithm

We can simulate simple scenes and compute the output mutual intensity at some

plane as long as these scenes can be modeled as light propagating in one direction

from/through a sequence of transverse planes in a rectangular “tunnel”, where each
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plane is either a two-dimensional light emitting pattern of finite extent or a two-

dimensional complex modulation function of finite support. The former allows inco-

herent light sources and the latter allows for both occlusions/absorption (amplitude)

and lensing (phase). Any light that hits the edge of the tunnel is assumed to be

discarded, and no reflections are allowed.

The method to compute the desired mutual intensity from such a scene is straight-

forward, although it can be very computationally heavy. The theoretical idea has been

explored by Gross [65], and the modes representation optimization has been explored

by Rydberg and Bentsson [66]. However, it would be useful here to specify the entire

algorithm directly and visit some practical implementation details.

Let planes Πi be a series of transverse planes of interest with longitudinal coordi-

nates zi, i = 1, 2, . . . , where z = 0 is the plane at which the mutual intensity is desired.

Let us also assume without loss of generality that the Πi are sorted in increasing zi.

For each plane Πi, let there be a possibly empty set of point emitters {P (i)
k } as well

as a band-limited transmission function Ti(x, y). That is, Ti(x, y) can be sufficiently

sampled at intervals of ∆SLM into a discrete representation Ti[m,n]. Without loss of

generality, let us assume light from point emitters at a particular plane is modulated

by the transmission function at the same plane.

The overview of the process is as follows (please refer back to section 2.3.1 for

details on discretization):

1. Initiate the current value of the (matrix form) mutual intensity J ∈ CN2×N2
to

be all zeros and let i = 0.

2. For each point emitter P
(i)
k at plane Πi, compute its corresponding (coherent)

mutual intensity pattern, J (i,k), and add it to the current value of the mutual

intensity J .

3. Let ti be the vector form of the transmission function Ti[m,n] at plane Πi and

element-wise multiply the current mutual intensity J by the matrix tit
H
i .

4. If there are more planes to be considered, let Pi be the matrix representing

linear propagation from plane Πi to Πi+1, set J = PiJP
H
i , increment i and go
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to step 2.

5. If there are no more planes to be considered, let Pi be the matrix representing

linear propagation from plane Πi to the z = 0 plane and then set J = PiJP
H
i .

We’ll now examine some of these steps in more detail.

4.2.1 Calculation of point emitter mutual intensity

Given a coordinate x
(i)
k , y

(i)
k and intensity I

(i)
k for point emitter P

(i)
k , we can calculate

the discretized field corresponding to this source. Since we are removing all but

the zeroth order diffraction pattern from the output light, this means that we are

bandlimited such that the pixels on the SLM critically samples the field. Thus, the

field resulting from a point emitter would result in a diffraction spot instead, ie. a

sinc function along each axis. For our particular point emitter, the resulting field

would be:

U
(i)
k (x, y) =

sin(π(x− x(i)
k )) sin(π(y − y(i)

k ))

π2(x− x(i)
k )2(y − y(i)

k )2
(4.4)

Let the N2 length vector u
(i)
k be the vector form of the section of the above field that

lies inside the transverse boundaries of the SLM (i.e. the “tunnel”). The matrix form

mutual intensity for this coherent field is an outer product of the vector with itself:

J (i,k) = u
(i)
k u

(i)
k

H
(4.5)

4.2.2 Calculation of mask mutual intensity

If we consider the interaction of a coherent field with a mask, it is an element-wise

multiplication. Since a partially coherent field can be thought of as the incoherent

sum of coherent fields, we can apply a masking operation to each mode of the partially

coherent field to obtain the desired result.

Let J be the incoming matrix form mutual intensity. Its coherent mode decom-

position can be written as the following matrix factorization:

Jin = UUH (4.6)
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Let ti be the vector form representation of the mask. To apply a masking operation,

we would need to element-wise multiply each column of U , i.e. each mode of J , by ti.

Let Dti be a diagonal matrix whose entries are the elements of ti. Then, application

of this mask to a single mode uin would be:

uout = Dtiuin (4.7)

Hence, applying this to the coherent mode decomposition of incoming mutual inten-

sity results in

Jout = DtiUU
HDH

ti
(4.8)

This is equivalent to:

Jout = (tit
H
i )� Jin (4.9)

where � is element-wise multiplication of two matrices. Hence, we can think of tit
H
i

as the mask “mutual intensity”.

4.2.3 Linear propagation of mutual intensity

Paraxial propagation of a transverse field is a linear shift-invariant operation. The

straightforward way to compute propagation would then to be to pad in 2D, perform

a 2D Fourier transform, element-wise multiply by a discretized phase function (either

an angular spectrum representation of a Fresnel diffraction transfer function [47]),

perform an inverse 2D Fourier transform and then crop in 2D. Thus, for a single

coherent field, the action of propagation by ∆z can be written as:

uout = AcropF
−1D∆zFApaduin (4.10)

where Apad is the padding operator, Acrop is the cropping operator, F is the forward

fast Fourier transform operator and D∆z is the propagation transfer function. Since

the mutual intensity can be represented as an outer product of mode vectors:

J = UUH (4.11)
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we can apply the operation in Equation (4.10) to each column in the above equation

to obtain an expression for the action of propagation on the mutual intensity:

Jout = AcropF
−1D∆zFApadU(AcropF

−1D∆zFApadU)H

= AcropF
−1D∆zFApadUU

H(AcropF
−1D∆zFApad)

H (4.12)

In practice, we can perform this propagation operation by:

1. Perform propagation by treating all the columns of the input mutual intensity

matrix as separate fields.

2. Perform a conjugate transpose.

3. Perform propagation by treating all the columns of the resultant matrix as

separate fields.

4. Perform a conjugate transpose.

The padding and cropping operations may require fine-tuning to avoid inefficient use

of memory, so let’s discuss how to compute the desired padding amount.

Since we are performing a discrete Fourier transform instead of an actual con-

tinuous Fourier transform, the operation models the input and output as periodic

functions where one period consists of the actual values in the discretized representa-

tion. Thus, any expansion of the beam, i.e. diffraction, will cause aliasing. That is,

light diffraction off the left edge of the SLM boundary would actually then show up

coming in from the right side. Thus, padding is needed to prevent incorrect simulation

of propagation.

Given the propagation distance ∆z and the sampling interval (which determines

the bandlimit) ∆SLM , we can calculate the approximate maximum angle of diffraction

of the zeroth order, which is the light we would retain. If we sample at intervals of

∆SLM , then the maximum frequency along each axis that can be represented according

to sampling theory is:

fmax =
1

2∆SLM

(4.13)
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Figure 4.3: The maximum angle plane wave that can be generated from a set of SLM
pixels which critically sample the outgoing field is related to the sampling rate by a
simple trigonometric relationship. The circles represent SLM pixel centers and the
lines in the plane wave are at intervals of π phase.
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As shown in Figure 4.3, a plane wave whose transverse phase pattern corresponds to

a complex phasor at frequency fmax would be at an angle θmax determined by:

sin(θmax) =
λ

∆SLM

(4.14)

Thus, from this maximum angle, we would need to pad transversely along each di-

mension by:

∆pad = 2 tan(θmax)∆z (4.15)

In the discrete domain, we can simply extend with zeros along each dimension m and

n for

dtan(θmax)∆z/∆SLMe (4.16)

samples in each direction. In practice, padding by a multiple of the amount generally

results in a slightly better results, since this rule of thumb approximates diffraction

spread by a ray of the maximum angle plane wave from the edge of the SLM, whereas

theoretically an entire plane wave at that angle exists, and not just inside the SLM.

After propagation, the output field/mutual intensity needs to be trimmed down

to remove the extra padded samples so that the result fits within the bounds of the

SLM again.

4.2.4 Scaling and mode representation

The storage and computation for this algorithm can become exceedingly large. Stor-

age of a matrix form mutual intensity pattern corresponding to a N × N SLM is

O(N4), and the propagation computation is O(N4 logN) if we use the fast Fourier

transform. While this does not scale very well, some optimizations can be done to

partially mitigate the issues.

If there are less than N2 point emitters, then storing the entire mutual intensity

matrix is wasting storage, as it cannot be a full-rank matrix in that case. Recall

that in the extreme case of a single emitter, we have what is essentially a coherent

field and thus a rank-one matrix. An easy alternative would be to retain the modes

representation of the mutual intensity instead of the actual matrix. That is, instead of
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storing the current mutual intensity J , we store its mode representation U where J =

UUH . This way, U has only number of columns equal to the number of point emitters.

Furthermore, addition of new emitters simply means concatenating u
(i)
k to the current

matrix U , masking involves multiplying each row in U by the corresponding row in

ti, and propagation requires just a single linear operator instead of two in the case

of directly storing and using the mutual intensity. When the number of columns

of U exceeds the number of rows, we can perform a singular value decomposition

and find an orthogonal representation Û such that Û ÛH = UUH . Furthermore, we

can choose to remove modes (columns of Û) that contribute very little energy, as an

approximating optimization.

4.2.5 Results

As an example, we will now use the described algorithm to compute the mutual

intensity corresponding to light that is emitted from a two-dimensional transverse

pattern which then hits a two-dimensional occluder. The SLM will be an array of

32×32 pixels with 20λ pitch. The emitter pattern will be specified by a 63×63 pixel

lattice with 10λ pitch. At z = −3200λ, there will be a plane of emitters with pattern

shown by (i) in Figure 4.4. Light then propagates in the positive z direction until

z = 0, where there will be an occluder pattern shown by (ii) in Figure 4.4.

(i) (ii)

Figure 4.4: As shown in (i), a group of emitters in the shape of four copies of the
letter “B” is located at z = −3200λ. White pixels indicate maximum brightness.
There were a total of 1268 non-black pixels in this image and 728 of them were at full
intensity. At the z = 0 plane, there is an occluder in the shape of the letter “A” that
blocks any light that falls on a line of the character, as shown in (ii). Black pixels
indicate maximum absorption.
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Running the described algorithm resulted in a 1024×1024 mutual intensity matrix.

To verify the correct generation of the mutual intensity matrix, the computed output

mutual intensity of the occluded light was refocused to obtain the intensity at various

transverse planes between the z = −3200λ plane and the z = 0 plane, and this “focal

stack” is shown in Figure 4.5 (i). Furthermore, the intensity image at the z = 0 plane

was computed after selecting only a square region of the Fourier plane and shifting

the square region through 5 positions. This would be as if we passed the light through

a 4-f system with a square aperture a quarter the size of the full aperture and shifted

the aperture through 5 positions. The goal is to produce “oblique” views of the scene

from different directions and this is essentially the aperture scan device discussed in

section 3.1.2 run in reverse. The resulting images are shown in Figure 4.5 (ii).

z = −3200λ z = −2400λ z = −1600λ z = −800λ z = 0

(i)

left center right

(ii)

Figure 4.5: A focal stack computed from the output mutual intensity matrix is shown
in (i). A tilt-view image sequence generated using a square “pinhole” in the Fourier
plane is shown in (ii).

A plot of the square of the singular values of the mutual intensity matrix (i.e.

the amount of energy present in each coherence mode) is shown in Figure 4.6, along

with a plot of cumulative energy. From the graphs, it is apparent that very negligible

energy is present beyond mode number 500. The first 256 modes will capture 89.2%

of the energy present in the original mutual intensity matrix. Note that a fully lit
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emitter plane without occlusions would be fully incoherent and yield the maximum

number of 1024 modes, and a single emitter would yield a coherent field (i.e. one

mode). The emitter plane in this case only has 1268 lit pixels out of a maximum

possible 63 × 63 = 3969 pixels, giving a rough estimate of 1268/3969 ∗ 1024 ≈ 327

modes, agreeing with observations.

Figure 4.6: A plot of energy contained within each coherence mode of the final com-
puted mutual intensity matrix is shown on the left graph. The cumulative energy
is shown on the right graph. Energy corresponding to a mode is the square of the
corresponding singular value in a singular value decomposition of the matrix.

These observations lead to the feasibility of low rank approximations of the mu-

tual intensity matrix, which uses less modes and thus less patterns to display in rapid

succession on an SLM. Since the modes are calculated from a singular value decom-

position, optimally reducing the number of modes simply means choosing a subset of
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the modes corresponding to the highest energies. In Figure 4.7, we show the effect of

reducing modes on the focal stack and in Figure 4.8, we show the effect of reducing

modes on the tilt-view images.

z = −3200λ z = −2400λ z = −1600λ z = −800λ z = 0

K = 1024

K = 256

K = 128

K = 64

Figure 4.7: The resulting focal stack as a function of reducing the number of modes
in the mutual intensity via the singular value decomposition. K for each row denotes
the number of modes kept, where K = 1024 corresponds to keeping all the modes.

From these images, it is apparent that 256 modes is sufficient to achieve nearly

indistinguishable results from the full modes case. However, in practice, 256 modes

is still a lot of patterns to cycle through on a spatial light modulator, so in section

4.4.2, we will investigate a different approach to generating fairly incoherent fields

such as this one.
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K = 1024

K = 256

K = 128

K = 64

Figure 4.8: The resulting set of tilt-view images as a function of reducing the number
of modes in the mutual intensity via the singular value decomposition. K for each
row denotes the number of modes kept, where K = 1024 corresponds to keeping all
the modes.
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4.3 Voxel intensity algorithm

An alternate way to specify a desired mutual intensity is to require one which has

a specific three-dimensional intensity distribution. That is, we would like to specify

the light intensity at every voxel in space. Keep in mind that although this is similar

to how volumetric displays specify their illumination, it is different in that we are

specifying the final intensity that includes effects such as out-of-focus blur, instead of

just the emission intensity. Thus, using this technique, it is possible for us to specify

intensity patterns that have alternating bright and dark patterns along linear path(s)

parallel to the optical axis, whereas attempts to reproduce this using volumetric

displays will result in stray light in “black” areas due to out-of-focus blur.

Now let us examine the problem setup in more detail, as shown in Figure 4.9.

Compared to Figure 4.1, we have added M transverse planes Πm located at z = zm

at which we would like to control the two-dimensional intensity pattern of light.

Since the light is bandlimited, we can sample the intensity patterns at intervals of

∆SLM/2. Together, these sampled planes form a volume composed of voxels, one

for each sample. In addition to the specification of the voxels, we will also specify a

limit on the number of modes allowed in the creation of a mutual intensity to satisfy

the desired voxel intensities. That is, we would like to pick a number K and then

compute a mutual intensity J ∈ CN2×N2
such that J can be written as J = UUH

where U ∈ CN2×K and that the resulting intensities at the desired planes Πm matches

the desired voxel intensities. For this computation, it is more efficient to operate on

the mode decomposition form of the mutual intensity rather than the full matrix,

due to the matrix being never full rank. Therefore, the problem will be formulated

as an optimization to derive a set of coherence modes instead of the mutual intensity

directly.

Let uk ∈ CN2
, k = 1, . . . , K be vectors that form a K-mode representation of the

mutual intensity of the partially coherent beam. That is, each uk is a vectorized form

of a discretized field. Let u ∈ CN2K be a column vector consisting of the uk stacked

vertically. Let us also define ym ∈ R(2N−1)(2N−1),m = 1, . . . ,M to be the vector form

of the intensity at each of the M planes. Along each dimension, samples between
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Figure 4.9: The optical setup consists of a coherent plane wave from the left being
modulated by a time-varying phase-amplitude SLM, which is then in turn imaged
by a 4-f system that removes all but the zeroth diffraction order onto the plane Π0.
Instead of seeking to just control the mutual intensity at plane Π0 like in Figure 4.1,
we seek to control the time-averaged intensity at planes Π1,Π2, . . . ,ΠM by designing
patterns for the SLM.
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the original N samples have been included due to the higher sampling rate of the

intensity, and thus we have a total of 2N − 1 samples along each dimension. Denote

the nth element of ym as ym,n.

Furthermore, let us define Pm ∈ C(2N−1)(2N−1)×N2
to be a linear operator (matrix)

that propagates light from Π0 to Πm. That is, each row pHm,i in Pm governs how light

from all N2 points in a sampled Π0 propagates to one of the (2N−1)(2N−1) sample

points in Πm that correspond to a sample of the intensity. The operation Pm can be

modeled as the composition of the following sequence of operations:

1. padding the input to prevent aliasing after propagation (amount of padding

is calculated from how much light spreads during propagation given a NA;

alternatively, how many samples are needed in Fourier space to correctly sample

the phase delay function)

2. Fourier transform

3. element-wise phase delay according to the propagation distance zm (this is cal-

culated using the angular spectrum propagation method [47])

4. padding by a factor of two to arrive at the correct sampling rate for the intensity

5. inverse Fourier transform

6. cropping to extract the desired intensity samples

This is summarized in Fig. 4.10.

With the illumination problem reformulated using this discretization, we ideally

want the sum of the intensities across time at each sample point to be equal to our

desired intensity:

ym,n =
K∑
k=1

∣∣pHm,nuk∣∣2 (4.17)

where m indicates which plane this particular intensity sample is located and n indi-

cates the position within that plane.

However, not all intensity patterns are possible, due to limits of physics and also

due to the constraint on the number of modes we’ve placed. Therefore, let us instead
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Figure 4.10: Propagation of the sampled SLM amplitude-phase values to samples at
an output plane Πm can be calculated easily through a series of linear operations.

try to minimize the squared error (with optional weighting) between the intensity we

obtain and the intensity we desire:

A(u) =
M∑
m=1

(2N−1)(2N−1)∑
n=1

w2
m,n

(
ym,n −

K∑
k=1

∣∣pHm,nuk∣∣2
)2

(4.18)

where A(u) is a function from CN2K to R that gives the total weighted square error

and wm,n is the weighting factor for the nth pixel on plane Πm. Recall that u is the

vertical concatenation of the K vectors uk. This function is a multivariate non-convex

quartic function, and thus it has no closed form solution. An iterative optimization

approach will now be derived to minimize it.

4.3.1 Optimization method

There are many methods for optimizing general nonlinear non-convex functions, e.g.

Newton’s method, conjugate gradients or steepest descent. Steepest descent requires
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only computation of the gradient, but does not converge as nicely as nonlinear con-

jugate gradient methods, which only require slightly more computation. Newton’s

method usually converges the best once inside a positive-definite quadratic area, but

having to solve a system of linear equations involving a large Hessian and the fact

that the Hessian is not always positive definite makes this method not as desirable

due to excessive computational cost. We will take a closer look at steepest descent

and Newton’s methods later on in the section.

For this optimization, we will use a variant [67] of the Polak-Ribière method [68]

of nonlinear conjugate gradients coupled with global line search. As summarized in

Fig. 4.11, each iteration of this optimization algorithm will consist of the following

steps, which will be explained in the next three subsections:

1. Compute the direction of steepest descent ∆u for the merit function A(u).

2. Compute the conjugate gradient step direction Λu using the modified Polak-

Ribiére formula.

3. Compute the step length by finding the global minimum along the line dictated

by the conjugate gradient step direction.

Steepest descent direction

In order to use conjugate gradients, we need to first compute the direction of steepest

descent, i.e. the gradient of our merit function, A(u). Since differentiation is a

linear operation and our merit function is a sum across all pixels, the gradient can be

computed by finding derivatives corresponding to each pixel first and then summing

them afterwards.

For pixel n on plane Πm, the portion of the merit function in question is:

Am,n(u) = w2
m,n

(
ym,n −

K∑
k=1

∣∣pHm,nuk∣∣2
)2

(4.19)

For small changes ∆u in u, we can approximate the above equation with a linear
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Figure 4.11: The optimization is initialized, usually with a random set of SLM pat-
terns. Then, for each iteration, we compute the direction of steepest descent, and
then compute the conjugate gradient step direction using the current and previous
steepest descent directions as well as the previous conjugate gradient step direction.
Lastly, a line search is performed to find the global minimum along the conjugate
gradient step direction and the current iterate is updated.
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expansion about u:

Âm,n(∆u) = w2
m,n

(
ym,n −

K∑
k=1

∣∣pHm,n(uk + ∆uk)
∣∣2)2

= w2
m,n

(
∆ym,n −

(
K∑
k=1

∣∣pHm,n∆uk
∣∣2 + 2Re

{
uHk pm,np

H
m,n∆uk

}))2

≈ w2
m,n

(
∆ym,n − 2

K∑
k=1

Re
{
uHk pm,np

H
m,n∆uk

})2

(4.20)

≈ w2
m,n

(
∆y2

m,n − 4∆ym,n

K∑
k=1

Re
{
uHk pm,np

H
m,n∆uk

})
(4.21)

where ∆ym,n denotes the current error in intensity and ∆uk corresponds to a small

change in the SLM pattern for mode k. In order to understand the operator which

takes the real part of the product in the equation, let us decompose the terms in the

product into real and imaginary parts by setting:

∆uk = u
(R)
k + ju

(I)
k (4.22)

and

pm,np
H
m,nuk = am,n,k + jbm,n,k (4.23)

We can then obtain that:

Âm,n(∆u) ≈ w2
m,n

(
∆y2

m,n − 4∆ym,n

K∑
k=1

aTm,n,ku
(R)
k + bTm,n,ku

(I)
k

)
(4.24)

Hence, the gradient with respect to each u
(R)
k and u

(I)
k can be written as:

∇
u
(R)
k
A = −4

M∑
m=1

(2N−1)(2N−1)∑
n=1

∆ym,nw
2
m,nam,n,k (4.25)

∇
u
(I)
k
A = −4

M∑
m=1

(2N−1)(2N−1)∑
n=1

∆ym,nw
2
m,nbm,n,k (4.26)
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Figure 4.12: To find the steepest descent direction, the current SLM patterns uk are
propagated to one of the M planes, and element-wise multiplied by the weighted error
of the obtained intensity. The results are summed together for each of the K patterns
to produce the output direction of steepest descent ∆uk.

If we combined these constituents, we obtain that the direction of steepest descent in

complex u is:

∆uk = 4
M∑
m=1

(2N−1)(2N−1)∑
n=1

∆ym,nw
2
m,npm,np

H
m,nuk (4.27)

This can be computed easily in parallel by observing that for a particular mode k, the

descent direction is formed by propagating the current SLM pattern to a target pixel

(pHm,nuk), multiplying by the current difference in intensity at that pixel and its weight

squared (∆ym,nw
2
m,n) and then back-propagating back to the the SLM pattern pm,n

and summing this result over all the pixels. Effectively, this can be cheaply computed

by a forward propagation, element-wise multiplication by the weighted error, and

then a back-propagation, as shown in Fig. 4.12.
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Conjugate gradients

Steepest descent without any line search usually falls very easily into local minima

and can be inefficient in that the algorithm can “back-step” since alternating steps

are not necessarily orthogonal. These issues are addressed in part by an adaptation

of the conjugate gradients method of solving unconstrained quadratic problems to

the general nonlinear optimization regime, resulting in a method called the nonlinear

conjugate gradients method.

In classic nonlinear conjugate gradients, the new conjugate gradient direction Λx

at step i is formed by adding a scale β of the previous conjugate gradient direction

to the current steepest descent direction ∆x:

Λx(i) = ∆x(i) + β(i)Λx(i−1) (4.28)

where β can be calculated using one of many formulas. If we choose the modified

Polak-Ribiére formula, we obtain:

β(i) = max

(
0,

∆xT(i)(∆x(i) −∆x(i−1))

∆xT(i−1)∆x(i−1)

)
(4.29)

In order to apply this formula to our problem, we need to first convert our problem

search space to a space of real numbers. This can be done by simply separating the

real and imaginary components of u again like we did in the previous section. Hence,

for the calculation:

Λu(i) = ∆u(i) + β(i)Λu(i−1) (4.30)

where

β(i) = max

(
0,

∆ûT(i)(∆û(i) −∆û(i−1))

∆ûT(i−1)∆û(i−1)

)
(4.31)

and ∆û(i) consists of the real components of ∆u(i) concatenated vertically with the

imaginary components of ∆u(i).
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Line search

Now that we have computed a direction Λu, we can perform a search for the global

minimum (corresponding to a step size of α(i)) along that line:

α(i) = arg min
α

A
(
u(i) + αΛu(i)

)
(4.32)

Since A(u) is a quartic in u, making both u(i) and Λu(i) constant in the above equation

turns this minimization into a single variable (α) quartic minimization problem:

F (α) = A
(
u(i) + αΛu(i)

)
(4.33)

The parameter α that corresponds to the global minimum of A(u) along the line

defined by the point u(i) and direction Λu(i) can be easily determined via the following

steps:

1. Determine the five explicit polynomial coefficients to the quartic F (α) explicitly.

2. Solve ∂F (α)/∂α = 0 to find points where local minima may reside. This is a

cubic and can be solved either through closed form or through any number of

polynomial solvers.

3. Compute F (α) for these candidate points to find the point with the lowest

value, and choose the α corresponding to this point as our minimizer.

Being able to derive a closed form expression for F (α) allows the optimization process

to jump past local minima if there is a better minimum “visible” elsewhere along the

same line. In that sense, we can avoid some local minima with this optimization

scheme. However, if the optimization scheme does not ever cause this search line

to cross the small region surrounding the global minimum, then this optimization

scheme will never reach the global minimum.

The Hessian and Newton’s method

One might wonder if computing the Hessian and then inverting it in a Newton’s

method optimization scheme would work better. In addition to the Hessian being
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large and thus must be inverted through some sort of inner loop consisting of an

iterative algorithm, the problem is that the Hessian is not necessarily positive definite

and a straightforward constraint to at least make it positive semi-definite causes

Newton’s method style iterations to diverge.

If we look at the quadratic terms of our expansion of the merit function before

we took the linear approximation in Eq. (4.20), we should have a quadratic term

corresponding to 2Re
{
uHk pm,np

H
m,n∆uk

}
being squared added to a quadratic term

corresponding to the
∣∣pHm,n∆uk

∣∣2 term being multiplied by the ∆ym,n term. The

former obviously yields a positive semi-definite quadratic form. However, the latter

yields a negative semi-definite quadratic form due to the negative sign in front of

the sum. Therefore, it is very possible for the Hessian to have negative eigenvalues,

especially if the difference in intensity ∆ym,n is very large (and positive-valued).

If we try to constrain the Hessian to be positive semi-definite by dropping the

negative semi-definite form from the quadratic approximation, then we end up exactly

with a minimization of the sum across all pixels of Eq. (4.20). This may look feasible

to minimize, because it has now changed the quadratic programming problem for one

iteration of Newton’s method into a weighted linear least squares problem. However,

this causes too much “interplay” between modes. To see this, we can rewrite Eq.

(4.20) as:

Âm,n(∆uk) ≈ w2
m,n

(
ym,n −

K∑
k=1

Re
{
uHk pm,np

H
m,n(uk + 2∆uk)

})2

(4.34)

What this amounts to is that we are trying to construct the target intensity ym,n

from a sum of contributions from the different modes. However, these contributions

are different from intensities in that we are looking at the product of the complex

conjugate of the propagated old value uHk pm,n with a propagated new value pHm,n(uk+

2∆uk). Since these values are generally not complex conjugates of each other, a

minimum could be achieved when each contribution contains values that are either

negative or have imaginary components, especially if k > 1. This is because the

negative components from one mode could be cancelled out by overly positive elements



CHAPTER 4. SYNTHESIS 88

from another mode, and the imaginary components which do contribute to the non-

approximated merit function are simply thrown out. This possibility of negative

values and imaginary components causes the magnitude of uk in the iterations to

unpredictably and unnecessarily increase, resulting in either the iteration of linear

least squares to diverge if no subsequent line search is performed, or getting the

optimization stuck when the gradient is positive, due to the resultant search direction

being not a descent direction.

One might also try taking the entire matrix and directly dropping the negative

eigenvalues. This may be unfeasible due to the size of the Hessian, since it has rows

and columns equal to the total number of pixels on the SLM multiplied by the number

of modes.

These issues and the fact that the Hessian is a very large matrix to invert makes

nonlinear conjugate gradients very appealing, as it is an improvement on steepest

descent with little additional computational cost.

Projection-based methods

At this point, it is appropriate to take another look at iterated projection on con-

straint set methods employed in the field of holography for determining the coherent

wave function (or the partially coherent mutual intensity) from a series of intensity

measurements. Piestun and Shamir summarize these projection-based coherent ap-

proaches and present a parallelized block projection approach for the synthesis of a

coherent beam from intensity constraints [69].

In essence, the given solution has to satisfy a set of constraints, each set being

a set of intensity values at some transverse plane along the beam. Hence, to satisfy

each constraint, the solution wave is propagated to that plane and its amplitude is set

equal to the square root of the desired intensity (i.e. projected onto the set of possible

wave functions that satisfy the desired intensity). Usually, there is more than one

constraint, and thus the projections can either be done in serial or in parallel. When

done in parallel, the next step of the iteration is a weighted average of the individual

projections of the current solution wave.

For the partially coherent case, Rydberg and Bentsson present a serial algorithm
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[70] wherein modes of the partially coherent beam are propagated to one transverse

plane at a time wherein all the modes are multiplied by the same amplitude weighting

function in order to satisfy the intensity constraint. The action at each plane is a

projection, since the minimal change required of all the modes to achieve a desired

intensity through amplitude weighting is to keep their phases. For each point in the

sampled wave function, the current value of the all the modes can be seen as a point

in a higher dimensional space spanned by the real and imaginary components of the

wave for each mode. A hyper-cylinder gives the desired intensity. The closest point on

the hypersphere to any point will be contained on a line from the origin to that point.

Hence, this operation is a projection operation in that space, and these projections

are performed serially.

We would like to propose a modified algorithm that combines ideas from both [69]

and [70]. This results in two changes to the algorithm presented in [70] – the first of

which being that we would like to convert this algorithm into a parallel algorithm.

It has been shown at least for iterated projections onto convex sets that the parallel

projection method provides better results compared to the serial projections method

in the face of inconsistent constraints [71], and for the case of beam synthesis, a

desired beam is very likely to be nonphysical and hence would result in inconsistent

constraints. A serial approach would also mean that the constraint that received the

last projection would have the least error, resulting in an uneven distribution of error

across the constraints.

The second change we would like to propose is based on the fact that there is a

mismatch in the required sampling rate for the wave function and the intensity. Hence,

if we only apply a projection at the sample locations of the SLM mode patterns

when we’ve propagated these modes to a plane with a desired intensity, we would

be neglecting three-quarters of the samples of the intensity. In fact, there is no

straight-forward way of projecting the modes onto a desired intensity – there are four

possibly mutually inconsistent constraints at each plane, formed by four subsets of the

intensity samples, i.e. one for samples with even x and y integer lattice coordinates,

one for samples with even x coordinates and odd y coordinates, etc. However, we

can treat these four constraints separately, and in fact Piestun and Shamir’s block
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projection method allows for the separation of parts of the transverse plane into

different constraints. For the actual change to the algorithm, we can specify that

the weighting is the same for the four subsets of the plane. If we do this, then

the projection operation is simply propagation to the desired plane, including an

upsampling factor as we have done in our nonlinear conjugate gradients algorithm,

scaling the modes by an amplitude mask, and then back propagating.

With these changes, each step in the projection-based approach updates each

mode with the following expression:

uk,(i) =
1

M

M∑
m=1

(2N−1)(2N−1)∑
n=1

pm,n

√
ym,n

ŷm,n,(i−1)

pHm,nuk,(i−1) (4.35)

where

ŷm,n,(i−1) =
∣∣pHm,nuk,(i−1)

∣∣2 = ym,n −∆ym,n,(i−1) (4.36)

is the current propagated intensity for a particular point and ∆ym,n,(i−1) is the error.

If we make the approximation that forward and back-propagation is an identity

operation (this is not necessarily the case unless the intensity samples cover the entire

field at that transverse plane, but is a good approximation if the intensity samples

cover a majority of the field):

I =
1

M

M∑
m=1

(2N−1)(2N−1)∑
n=1

pm,np
H
m,n (4.37)

If we substitute Eq. (4.37) and Eq. (4.36) back into Eq. (4.35), then we obtain

an expression for a step in the parallel projections algorithm:

∆uk,(i) ≈
1

M

M∑
m=1

(2N−1)(2N−1)∑
n=1

pm,n

√
ym,n −

√
ym,n −∆ym,n,(i−1)√

ym,n −∆ym,n,(i−1)

pHm,nuk,(i−1) (4.38)

Let us now look at three different cases:

1. When ∆ym,n,(i−1) is almost equal to ym,n. This happens when the current in-

tensity is almost zero.
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2. When ∆ym,n,(i−1) is very negative. This happens when the current intensity is

way too high.

3. When ∆ym,n,(i−1) has a small magnitude compared to ym,n. This happens when

the current intensity approaches the desired intensity.

For case 1, the very small denominator causes the fraction to blow up. This results

qualitatively in the algorithm working very hard to fix under-illuminated regions in

the constraint planes.

For case 2, the the fraction approaches −1. Therefore, the highest intensities

receive the same correction factor as slightly lower intensities. Hence, if the intensity

is too high, the algorithm tries to lower them, but doesn’t force the highest ones down

more strongly.

For case 3, when ∆ym,n is small compared to ym,n, i.e. assume that we are near

convergence with this projections algorithm, we can perform a linear Taylor expansion

about ym,n for the fraction and obtain:

∆uk,(i) ≈
1

M

M∑
m=1

(2N−1)(2N−1)∑
n=1

pm,n
∆ym,n,(i−1)

2ym,n
pHm,nuk,(i−1) (4.39)

If we compare this expression for the iteration step to the expression for the

steepest descent direction in Eq. (4.27), we find that when the parallel projection

algorithm approaches the desired intensity, the step direction is approximately the

same as the steepest descent algorithm with the weighting factor wm,n being one

over the point-wise square root of the desired intensity. Hence, near convergence, this

algorithm should yield a solution where we allow for more error in brighter regions and

less error in darker regions. This can become problematic for intensity patterns with

large areas of very low intensity, making those regions artificially weighted heavily.

This will be investigated later in the results section.

Lastly, without a global line search coupled to the iteration step, it is possible

(though rare) for this iterative projections algorithm to have increasing least squares

error at the next iteration before convergence.
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4.3.2 Results

Now that we have described an algorithm for computing a set of modes for approx-

imating a three-dimensional intensity pattern and thus in turn achieving a desired

mutual intensity, let us now look at two example problems. For both cases, the

algorithm was implemented in MATLAB and run on commodity hardware.

First, in order to understand a bit more about the behavior of the algorithm,

we shall look at a simple example – generating a Gaussian beam. Now, obviously a

Gaussian beam should have a fully coherent solution, but if we start distorting the

beam by compressing or expanding the intensity pattern along the optical axis, we

no longer have a physically plausible coherent beam, as discussed in the previous

chapter. However, we will see that we can still achieve decent results when the beam

is compressed up to a point through the use of partially coherent beams, as the

existence of Gaussian Schell-model sources would suggest.

In the second example problem, we shall look at replicating three very different

images at different depths. Through this, we will be able to see how well the opti-

mization deals with a fully synthetic pattern, how many modes are required, how our

optimization algorithm compares to a iterative projection style algorithm and how

closely we can space these three images.

Optimized solutions to both example problems will be verified through simu-

lated propagation of the SLM patterns to see whether they achieve the desired three-

dimensional intensity pattern.

Distorted Gaussian beam

For the first example problem, we will use a 20 × 20 SLM with ∆SLM = 20λ pixel

pitch. A total of M = 17 planes of 39 × 39 voxels will be specified, with the planes

evenly spaced between −zmax and zmax, where zmax was calculated to be the distance

between two transverse planes at which a “ray” travelling at the maximum angle

allowed by the 4 − f system from the center of one plane will reach the edge of the

other:

zmax =
1

2
∆SLMN

√
4∆2

SLM − 1 (4.40)
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where N is the number of elements along one dimension (20 in this case). In this

particular instance, zmax turns to be to approximately 8000λ.

A total of 90 different runs of the optimization algorithm (150 iterations per run)

were performed, with variations along two axes – number of modes (K) and compres-

sion ratio (κ). The compression ratio determined how “compressed” or “expanded”

the Gaussian beam was. The intensity at each voxel x̂, ŷ at each plane m = 1, . . . ,M

was computed by the classic Gaussian beam intensity formula with additional scaling

by κ in z:

Im[x̂, ŷ] =
1√

1 + λ2κ2z2
m/(π

2w4
0)
e(−2∆2

SLM (x̂2+ŷ2))/(w2
0(1+λ2κ2z2/(π2w4

0))) (4.41)

where zm is the z value for that particular plane and a beam waist w0 of 50λ was

used. The compression ratio κ was varied through 15 different values spaced equally

in logarithmic space between 1/5 (stretched out) and 5 (compressed). A subset of

the planar intensity patterns are shown in Figure 4.13. The iterations were initialized

with a random complex noise pattern.

The results of the optimization are summarized in Figure 4.14. The resulting mode

pattern was propagated through the original constraint planes using simulation and

the root mean square error across all the planes (the entire volume) was computed

for each combination of stretch (κ) and number of modes (K).

The first observation is that for the fully coherent case, only a true Gaussian beam

can be generated with minimal error. This agrees with our analysis in the previous

chapter using phase space. This also verifies that the algorithm can generate a well-

known intensity pattern. We can see the intensity patterns generated by the fully

coherent case in Figure 4.15. Note that for the case of longitudinal expansion κ = 0.2,

the generated intensity pattern has many rings, reminiscent of a Bessel beam, a known

propagation invariant beam. As the beam is compressed longitudinally beyond a

standard Gaussian beam, the fully coherent case falls apart, creating excess high

frequency patterns and nulls in the intensity.

The observation to be gleamed from Figure 4.14 is that partial coherence indeed
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z ≈ 0 z ≈ 2×103λ z ≈ 4×103λ z ≈ 6×103λ z ≈ 8×103λ

κ = 0.2

κ ≈ 0.50

κ = 1

κ ≈ 2.0

κ = 5

Figure 4.13: Desired intensity patterns at planes m = 9, 11, 13, 15, 17 (columns) for
various compression ratios κ (rows). Whiter indicates higher intensity and all images
are on the same scale. Gamma correction of 0.5 has been applied to each image to
improve visibility of darker details. Each row contains a set of intensity patterns for a
specific compression ratio κ. Only positive z-valued planes are shown, since the voxel
intensity pattern is symmetric about z = 0. Note that at small compression ratios
(first row), the beam becomes almost propagation invariant. At large compression
ratios (last row), the beam expands much faster than an actual Gaussian beam (center
row).
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Figure 4.14: Root mean square error in intensity over the entire volume for an opti-
mized (partially) coherent beam attempting to reconstruct an intensity pattern equal
to that of a Gaussian beam compressed(κ > 1) or expanded(κ < 1) longitudinally.
The horizontal κ axis is on a logarithmic scale. The maximum intensity at any point
in the desired beam is 1.0. The different curves represent differing numbers of modes
used in the optimization. Note that partial coherence K > 1 helps up to a point in
compressed beams, after which the compression requires angular propagation of light
that exceeds the NA of the system. Partial coherence is of relatively little use in the
case of expansion, i.e. when the Gaussian beam is stretched towards being almost
propagation invariant.
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z ≈ 0 z ≈ 2×103λ z ≈ 4×103λ z ≈ 6×103λ z ≈ 8×103λ

κ = 0.2

κ ≈ 0.50

κ = 1

κ ≈ 2.0

κ = 5

Figure 4.15: Resulting intensity patterns at planes m = 9, 11, 13, 15, 17 (columns)
from optimization results using K = 1 modes for various compression ratios κ (rows).
Gamma correction of 0.5 has been applied to each image to improve visibility of darker
details. Each row contains a set of intensity patterns for a specific compression ratio
κ.
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allows for the generation of an intensity pattern when the Gaussian beam is com-

pressed longitudinally – a case where the fully coherent case fails. This agrees with

the analysis in the previous chapter where we realized we can decompose a longitu-

dinally compressed Gaussian beam intensity pattern into multiple Gaussian beams

oriented at different angles.

Let us now examine detailed results of two different partially coherent setups – a

4-mode setup in Figure 4.16 and a 32-mode setup in Figure 4.17. The K = 4 case

performs slightly better than the fully coherent case for κ ≈ 2.0 and the K = 32

case performs very well. From Figure 4.14, it appears that increased longitudinal

compression requires more modes, although anything beyond K = 8 seems to yield

diminishing returns.

In fact, it appears that no amount of modes can prevent an increase in error at

κ ≈ 3.5. As can be seen in the last rows of Figure 4.16 and Figure 4.17, the pattern

falls apart, although the K = 32 case does approach the desired pattern somewhat.

We can still see what appears to be rectangular high frequency components in the K =

32 case. This may seem surprising, but there is actually a pretty good explanation

for this. If we longitudinally compress the intensity pattern of a Gaussian beam

too much, the maximum frequency in the Wigner distribution starts exceeding the

maximum allowed by the NA. Thus, the aperture of the system should start factoring

in. Hence, the rectangular patterns should not be too surprising, since we are using

a square aperture.

Lastly, for the case of expansion κ < 1, we notice in Figure 4.14 that while the

partially coherent case produces slightly less error, the gains are very minimal. In

fact, there is minimal difference between the actual generated intensity patterns in

Figures 4.15, 4.16 and 4.17 for cases when κ < 1. This agrees with the fact that the

convolution trick explained in the previous chapter cannot be used to create a smaller

pattern in the Wigner distribution, as opposed to a bigger pattern.

Observations from the results of this optimization suggest that the algorithm

works well enough to verify theoretical predictions. Next, we will investigate the

performance of this algorithm with intensity patterns that are not based on a well-

known physical light pattern.
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z ≈ 0 z ≈ 2×103λ z ≈ 4×103λ z ≈ 6×103λ z ≈ 8×103λ

κ = 0.2

κ ≈ 0.50

κ = 1

κ ≈ 2.0

κ = 5

Figure 4.16: Resulting intensity patterns at planes m = 9, 11, 13, 15, 17 (columns)
from optimization results using K = 4 modes for various compression ratios κ (rows).
Gamma correction of 0.5 has been applied to each image to improve visibility of darker
details. Each row contains a set of intensity patterns for a specific compression ratio
κ.
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z ≈ 0 z ≈ 2×103λ z ≈ 4×103λ z ≈ 6×103λ z ≈ 8×103λ

κ = 0.2

κ ≈ 0.50

κ = 1

κ ≈ 2.0

κ = 5

Figure 4.17: Resulting intensity patterns at planes m = 9, 11, 13, 15, 17 (columns)
from optimization results using K = 32 modes for various compression ratios κ (rows).
Gamma correction of 0.5 has been applied to each image to improve visibility of darker
details. Each row contains a set of intensity patterns for a specific compression ratio
κ.
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Three image planes

For this example problem, we will attempt to produce three different intensity pat-

terns, as shown in Figure 4.18, each at a different transverse plane. We will be using

a 64×64 SLM with pixel pitch ∆SLM = 20λ in order to reproduce the three 127×127

pixel intensity patterns at locations z = −∆z, z = 0 and z = ∆z. The algorithm was

run for all combinations of variations along three axes:

1. The number of modes used was either 1, 2, 6 or 12. When the number of modes

was 1, a larger 157× 157 SLM as well as a 222× 222 SLM with the same pixel

pitch was also implemented.

2. The algorithm used was either the non-linear conjugate gradients (NLCG) al-

gorithm we described, a modified gradient descent algorithm with global line

search (GRAD), or the described iterated projection algorithm (PROJ). All al-

gorithms were run for 400 iterations. When algorithm is not specified, NLCG

is assumed.

3. The spacing between planes, ∆z, could be set to any one of zmax, zmax/2, zmax/4

and zmax/8, where zmax has the same definition as in the previous example

problem:

zmax =
1

2
∆SLMN

√
4∆2

SLM − 1 (4.42)

where N here is 64, even in the case of the larger SLMs. zmax comes to be

approximately 25600λ in this case. When ∆z is not specified, assume zmax.

Quality of the optimization was measured by the image quality at each of the three

transverse planes through the peak signal-to-noise ratio (PSNR):

PSNR = 10 log10

[
I2
max/

(
127∑
i=1

127∑
j=1

(Id[i, j]− Is[i, j])2

)]
(4.43)

where Id[i, j] is the desired discrete intensity pattern, Is[i, j] is the simulated intensity

pattern of the output of the optimization and Imax is the maximum value of Id[i, j].

Thus, the image plane containing the modified Shepp phantom received less weight
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y1 (dog) y2 (cosines) y3 (phantom)

Figure 4.18: We would like to show three intensity patterns, one for each transverse
plane. Each intensity pattern is a 127× 127 grayscale image representing the desired
sampled representation of a continuous and bandlimited intensity function at that
plane. The first pattern is a photograph of a dog, which was included with the
ImageStack software package distribution. The second is a sum of three raised cosine
waves. The third is the modified Shepp phantom produced by MATLAB’s phantom

command with negative values set to zero. Note that the data for the phantom
is actually not a sampled representation of an all-positive function due to Gibbs
phenomena. All intensity patterns used in the computation were scaled so that the
total intensity at each plane was equal. That is why the Shepp phantom image has
a higher maximum value, since the majority of its pixels are black. For illustration
purposes, the images in the top row have been normalized individually where white
represents the brightest pixel. The bottom row shows the actual relative brightness
of the three patterns, where white represents the brightest pixel among all the three
patterns.
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in terms of absolute error across all the algorithms in order to ensure equal weighting

of the PSNR.

First, we will examine the effect of the number of modes on the image quality.

Since the goal is to reconstruct three distinct planes of 127 × 127 pixels, we would

need 3×127×127 or roughly 48, 000 degrees of freedom of control. Each SLM pattern

offers 64×64×2 degrees of freedom of control. Hence, roughly 6 SLM patterns should

be needed to create the desired three-plane intensity pattern.

The results of the optimization algorithm as the number of modes is increased can

be seen in Figure 4.19. Increasing the number of modes improves the image quality.

However, increasing the number of modes beyond 6 does not result in appreciably

significant gains.

The best results appear to be fairly good for the photograph and the sinusoidal

pattern, although the Shepp phantom exhibits noticeable ringing. The photograph

does exhibit slight blurring in the corners, if we carefully compare the image to the

desired image from Figure 4.18. This is due to the fact that the corners see less

of the SLM and thus have a smaller effective aperture, leading to resolution loss.

The ringing from the phantom could also be attributed to this, but there is also

something else fundamentally hard with the phantom image – the desired phantom

image represented a sampled representation of a real continuous function that was

not all positive due to Gibbs phenomena.

A simpler one-dimensional example would be a sequence of samples of value 1

followed by a sequence of samples of value 0. None of these samples are negative,

but the bandlimited continuous function represented by these samples would have

negative values near the boundary between the 1s and the 0s, which is apparent from

the negative side lobes in the sinc function used in bandlimited reconstruction. Hence,

the algorithm simply attempted to find the best match in terms of error, even when

the input was a desired intensity pattern that violated non-negativity constraints in

the continuous domain.

The PSNR score for each plane as a function of iteration number can be seen

in Figure 4.20. By iteration 400, gains in PSNR has tapered off in all cases, and

therefore PSNR comparisons after 400 iterations should be acceptable. These graphs
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dog(plane 1) cosines(plane 2) phantom(plane 3)

K = 1 PSNR=16.4dB PSNR=18.9dB PSNR=16.5dB

K = 2 PSNR=24.6dB PSNR=25.8dB PSNR=19.8dB

K = 6 PSNR=27.6dB PSNR=28.4dB PSNR=21.3dB

K = 12 PSNR=28.1dB PSNR=28.9dB PSNR=21.5dB

Figure 4.19: The resulting intensity patterns at the three target planes from the out-
put modes calculated by the optimization algorithm. Each row signifies the number
of modes used in the optimization and each column is a different plane. All images
have been scaled such that white corresponds to the brightest pixel in the desired
intensity pattern.
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Figure 4.20: Progression of image quality (PSNR) at each plane for each optimization.
Each graph is for a separate transverse plane and each line represents a different
number of modes used for the optimization. Note that the vertical axis scaling for
the third plane is different due to overall poorer performance.
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also illustrate numerically that image quality does not improve significantly when we

increase the number of modes beyond 6, giving support to our hypothesis that we will

need approximately 6 SLM patterns. These results support the obvious conclusion

that we need enough degrees of freedom of control (which is lacking in the K = 1 and

K = 2 cases) to create these three separate image patterns

We will now explore another method of increasing the number of degrees of free-

dom – we will increase the number of pixels on the SLM and retain using a fully

coherent setup instead of increasing the number of modes. In order to accomplish

this without changing the resolution, the SLM itself should be expanded while retain-

ing the same pitch. The 64×64 SLM can be expanded to one with 157×157 pixels to

obtain at least a 6-fold increase in pixels or to one with 222× 222 pixels for a 12-fold

increase in pixels. If we consider this setup from a different angle, what we are doing

is specifying a much smaller region-of-interest than the size of the beam. This has

been suggested in the literature before as a way to combat the degrees-of-freedom

issue [69].

The resulting images from the algorithm due to this change in configuration can

be seen in Figure 4.21. Note that while increasing the degrees of freedom by a factor

of 6 does improve the image quality in the fully coherent case, the nulls (black spots)

in the resulting intensity images can not be removed even with additional degrees of

freedom (i.e. a factor of 12), while the partially coherent case with the same number

of degrees of freedom performs quite well. The PSNR graph as a function of iteration

count is shown in Figure 4.22

Yet another axis we can explore is the optimization procedure. In addition to

the proposed NLCG algorithm, we can also look at removing the conjugate gradients

portion to obtain a gradient descent algorithm with global line search (GRAD). Lastly,

we should also compare results to the iterated projections algorithm (PROJ). These

algorithms were run for the 6-mode case and the resulting images can be seen in

Figure 4.23 and the PSNR graphs can be seen in Figure 4.24.

From the figures, it is not apparent that there is much difference between the

algorithms. In fact, the PROJ algorithm seems to generate a higher quality image for

the Shepp phantom case. The PSNR graphs show a very small advantage to using
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dog(plane 1) cosines(plane 2) phantom(plane 3)

K = 1 D = 1/6 PSNR=16.4dB PSNR=18.9dB PSNR=16.5dB

K = 1 D = 1 PSNR=19.0dB PSNR=21.2dB PSNR=21.1dB

K = 1 D = 2 PSNR=19.2dB PSNR=21.2dB PSNR=21.0dB

K = 6 D = 1 PSNR=27.6dB PSNR=28.4dB PSNR=21.3dB

Figure 4.21: The resulting intensity patterns at the three target planes from the out-
put modes calculated by the optimization algorithm. Each row signifies the number
of modes (K) and the relative number of degrees of freedom (D) compared to the
output used in the optimization and each column is a different plane. All images have
been scaled such that white corresponds to the brightest pixel in the desired intensity
pattern.
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Figure 4.22: Progression of image quality (PSNR) at each plane for each optimization.
Each graph is for a separate transverse plane and each line represents a different
configuration (SLM size, number of modes) used for the optimization. Numbers in
parentheses are the relative number of degrees of freedom compared to the output
number of pixels. A “coh” indicates fully coherent operation and “pc” indicates
partially coherent operation. Note that the vertical axis scaling for the third plane is
different due to overall poorer performance.
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dog(plane 1) cosines(plane 2) phantom(plane 3)

NLCG PSNR=27.6dB PSNR=28.4dB PSNR=21.3dB

GRAD PSNR=27.5dB PSNR=28.3dB PSNR=21.2dB

PROJ PSNR=24.7dB PSNR=23.3dB PSNR=19.9dB

Figure 4.23: The resulting intensity patterns at the three target planes from the 6
output modes calculated by various optimization algorithms. Each row signifies the
algorithm used in the optimization and each column is a different plane. All images
have been scaled such that white corresponds to the brightest pixel in the desired
intensity pattern.
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Figure 4.24: Progression of image quality (PSNR) at each plane for each optimization
algorithm. Each graph is for a separate transverse plane and each line represents a
different optimization algorithm. Note that the vertical axis scaling for the third
plane is different due to overall poorer performance.
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the NLCG algorithm over the GRAD algorithm, but a sizable advantage to using the

NLCG algorithm over the PROJ algorithm.

Compared to the GRAD algorithm, the NLCG algorithm seems to converge faster,

but it also exhibits significantly more oscillations in the PSNR scores over iterations.

One possibility is that each of these bumps is when the optimization finds a new

valley to go down, sacrificing PSNR at one plane for improved PSNR at other planes.

The attempt at mutual orthogonality of subsequent steps in NLCG may cause the

algorithm to shoot search directions across a wider region and thus take advantage of

the global line search more; recall that the global line search takes the optimization to

the global minimum along a line and thus the wider a region the search line reaches,

the more likely it will find a much better location.

Numerically, compared to the NLCG algorithm, the PROJ algorithm seems to

achieve a lower PSNR score, even though the images look very much the same, with

even the Shepp phantom image appearing to have less error. The differences, how-

ever, can be seen more clearly by observing the intensity pattern along a horizontal

strip across the center of each image plane, as shown in Figures 4.25, 4.26 and 4.27.

The reason for PROJ’s poor scores in the PSNR is especially clear in Figure 4.27.

Here, the PROJ algorithm does a very good job for approximating the medium-low

brightness “middle” portion of the phantom with intensity 1.64. However, the NLCG

algorithm is closer for the bright edges with intensity 8.20. The error magnitude in

the NLCG algorithm much more uniform than the PROJ case, where low intensity

regions have much less error than higher intensity regions. In fact, at regions where

the intensity should be zero, the PROJ case is very close, whereas the NLCG case

shows noticeable ringing. This dependence of error magnitude on target intensity for

the PROJ algorithm is suboptimal for a least squares merit function, since high error

regions are accentuated. However, this dependence agrees with the analysis of the

iterative projections algorithm conducted previously for the case where the resultant

intensity is close to the target intensity.

At this point, it should very obvious that the coherent field methods illustrated

in [69] are not adequate to generate the images for this particular example. This

is illustrated explicitly in Figure 4.28, where the top row of images corresponds to
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Figure 4.25: Horizontal cross sections (the center row in each image) of the resulting
intensity at the first image plane (dog) for the nonlinear conjugate gradients (NLCG)
algorithm and the iterative projections algorithm (PROJ) compared to the ideal de-
sired intensity (ORIG).
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Figure 4.26: Horizontal cross sections (the center row in each image) of the resulting
intensity at the second image plane (cosines) for the nonlinear conjugate gradients
(NLCG) algorithm and the iterative projections algorithm (PROJ) compared to the
ideal desired intensity (ORIG).
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Figure 4.27: Horizontal cross sections (the center row in each image) of the resulting
intensity at the third image plane (phantom) for the nonlinear conjugate gradients
(NLCG) algorithm and the iterative projections algorithm (PROJ) compared to the
ideal desired intensity (ORIG).
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dog(plane 1) cosines(plane 2) phantom(plane 3)

PSNR=19.0dB PSNR=21.2dB PSNR=21.1dB

Ideal Ideal Ideal

PSNR=27.6dB PSNR=28.4dB PSNR=21.3dB

Figure 4.28: The first row of intensity patterns is the result of running an iterative
projections algorithm combined with the use of increasing the size of the SLM to sup-
port more degrees of freedom in the purely coherent case. The second row of intensity
patterns is the ideal desired intensity patterns. The third row of intensity patterns
is the result of running the nonlinear conjugate gradients algorithm for a 6-mode
partially coherent beam. All images have been scaled such that white corresponds to
the brightest pixel in the desired intensity pattern.
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the use of the PROJ algorithm with the fully coherent degree-of-freedom matching

method alluded to in [69]. The partially coherent method from [70] with appropriate

sampling and parallel projections performs much better, but is still not as numerically

optimal as the NLCG algorithm developed for this manuscript.

Let us also examine what effect decreasing the axial spacing between these three

image planes has on image quality. We will use the standard NLCG algorithm with

6 modes while varying ∆z. Figure 4.29 contains the resulting images as ∆z is shrunk

and Figure 4.30 shows the corresponding PSNR graphs.

As we squeeze the image planes closer together, we should expect to see the results

get worse and worse. This is because each pixel on a plane will see less and less of the

other planes due to the limited NA and thus have less degrees of freedom in affecting

the pixels on a different plane. For example, it is harder for a highly patterned small

patch of pixels to distribute its energy evenly over a second image plane if the light

from these pixels cannot reach all the pixels on the second image plane. Therefore,

as the distance between image planes decreases, image planes start affecting each

other – we see ghosts of the dog at the other two planes, the dog photograph has

lost contrast, and there also seems to be a phantom image burned onto the sinusoidal

pattern. Interestingly enough, while image quality is adversely affected at a spacing of

zmax/8, image quality seems to have an improvement at zmax/2! In fact, the images

get sharper moving from zmax to zmax/2. It turns out that at a transverse plane

z = zmax, only the center pixel would have its angular window filled by the SLM due

to the limited NA; the edge pixels would see a much smaller effective NA and thus

suffer from resolution loss. Hence, this resolution loss shouldn’t be unexpected.

Lastly, before we move on, let’s look at the resulting PSNR for all the different

combinations run in the simulation. Notable patterns include that the iterated projec-

tions algorithm tends to fare better at the phantom and that the best image quality

for partially coherent beams seems to not be at zmax, although there is an overall

positive trend across all the different setups for increasing quality with increasing ∆z.

It’s interesting that the fully coherent extended degrees of freedom setups simply fare

better when the image planes are spaced farther apart, but that is because the SLMs

are larger in area and thus don’t introduce the resolution loss issue discussed earlier.
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dog(plane 1) cosines(plane 2) phantom(plane 3)

∆z = zmax PSNR=27.6dB PSNR=28.4dB PSNR=21.3dB

∆z = zmax/2 PSNR=29.5dB PSNR=28.9dB PSNR=23.0dB

∆z = zmax/4 PSNR=30.0dB PSNR=27.6dB PSNR=22.3dB

∆z = zmax/8 PSNR=26.1dB PSNR=24.8dB PSNR=19.4dB

Figure 4.29: The resulting intensity patterns at the three target planes from the out-
put modes calculated by the optimization algorithm. Each row signifies the spacing
between planes and each column is a different plane. All images have been scaled
such that white corresponds to the brightest pixel in the desired intensity pattern.
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Figure 4.30: Progression of image quality (PSNR) at each plane for the optimization
algorithm. Each graph is for a separate transverse plane and each line represents a
different spacing between desired intensity planes, with the legend in units of zmax.
Note that the vertical axis scaling for the third plane is different due to overall poorer
performance.
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Figure 4.31: A summary of resulting PSNR for every combination of algorithm (col-
umn), number of modes (row) and inter-planar spacing (horizontal axis). The three
planes appear as three different lines in each graph.
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4.3.3 Summary

In this section, we’ve developed an iterative optimization algorithm for the calculation

of mode patterns in order to generate a desired voxel intensity pattern in space.

The desired mutual intensity can be calculated by performing an product of the

matrix containing the modes arranged as column vectors with the matrix’s conjugate

transpose. We’ve also applied this optimization algorithm to two different test cases,

both yielding results that confirm our expectations.

4.4 Closer look at modes

Now that we have looked at some algorithms to compute the mutual intensity of

desired partially coherent illumination for certain situations, let’s discuss in more

detail mode sequences themselves. That is, let’s look closer at temporal multiplexing

and the sequence of amplitude-phase SLM patterns used to create partially coherent

illumination. For one, given a specific desired mutual intensity, there actually exists

an infinite number of temporal patterns that can recreate it. Furthermore, we’ll also

look at the case of partially coherent beams that have small coherence area, in which

case we can actually reduce the number of modes required.

4.4.1 Choice of mode pattern

Let J ∈ CN2×N2
, a Hermitian positive definite matrix, be the discretization of the

desired mutual intensity, where row and column indexes each map to specific spatial

positions. As long as we have some matrix U ∈ CN2×K such that UUH = J , then we

can use the columns of matrix U as sequential SLM patterns to generate the desired

mutual intensity J . For example, the straight-forward way to compute one such U

would be to use a singular value decomposition [33,35]:

J = ÛSÛH = ÛS1/2(ÛS1/2)H = UUH (4.44)
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In other situations, we might have a particular U simply from the optimization tech-

nique, e.g. the voxel-based technique described in the previous section.

However, if U is one such matrix, it should be easy to see that any matrix of the

form UQ will also generate the desired mutual intensity provided that Q ∈ CK×L has

the following property:

QQH = I (4.45)

What this means is that given an input set of modes, we can design with some

freedom an output set of modes that recreates the exact same mutual intensity, but

with possibly other nice properties.

For instance, if we started with orthogonal modes in decreasing intensity, such

as from performing the singular value decomposition (SVD) on the mutual intensity

matrix, then we will end up cycling the overall intensity over time and we might be

wasting energy unless we can change the laser intensity in sync over time as well.

However, if we can use a Q matrix that “smears” and de-orthogonalizes the modes,

then we might have a sequence of modes that may have a more even overall intensity

distribution, requiring a simple constant adjustment on the input laser power and

less attenuation (energy loss) at the SLM.

Suppose we have a matrix U whose columns represent sequential SLM patterns

that produce a desired mutual intensity. Let the entry un,k represent the nth pixel

of the kth pattern (mode). Since a SLM can only attenuate light, the incoming light

to the SLM must be bright enough to reproduce the pixel with the highest intensity

across all the patterns. That is, the incoming intensity at each pixel of the SLM

should be:

Imax(U) = max
n,k
|un,k|2 (4.46)

The average intensity output from each pixel, which is a measure of the total amount

of energy passed through the SLM ignoring effects such as inherent efficiency of the

SLM and fixed optical setup, can be calculated as:

Iout(U) =
1

N2K

∑
n,k

|un,k|2 =
1

N2K
||U ||2F (4.47)
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Hence, the efficiency of a particular mode pattern U can be calculated as:

η(U) =
1

N2K

∑
n,k |un,k|

2

maxn,k |un,k|2
(4.48)

That is, this number gives the amount of energy that is delivered into the beam out

of the total incoming energy. A value of 1 is the ideal case, and it means that all

the modes are phase-only patterns. Note that if QQH = I, then Iout(UQ) = Iout(U),

because orthonormal matrices preserve the L2-norm of vectors they operate on (in this

case, Q operates on row vectors in U). Hence, to increase efficiency while preserving

the same output mutual intensity, we must seek to decrease the brightness of the

brightest pixel in the set of patterns. Thus, the problem of generating the most

efficient set of modes can be formulated as:

Given a matrix U ∈ CN2×K , find a matrix Q ∈ CK×K that

minimizes Imax(UQ) subject to QQH = I.

This problem can also be thought of as finding the smallest hypercube centered on the

origin that fully contains a point cloud. The point cloud has N2 points, one for each

row of U , and each point has 2K coordinates, two for each complex-valued mode.

Unfortunately, a provably optimal algorithm does not seem apparent. However,

for a specific mutual intensity J , we can establish some bounds on the efficiency of

any mode pattern UUH = J that can generate the specified mutual intensity. First,

let’s look at the worst case scenario. This can be done by concentrating the energy in

the SLM pixel with the highest average intensity into one single mode and zero the

other modes for that pixel. In that case,

I(worst)
max = max

n

∑
k

|un,k|2 = max
n

jn,n (4.49)

where jn,n is the (n, n) diagonal entry in the desired mutual intensity. The efficiency

would then be:

η(worst) =

∑
n,k |un,k|

2

N2K maxn jn,n
=

∑
n jn,n

N2K maxn jn,n
(4.50)

The best possible allocation would equally allocate the energy of the brightest pixel
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evenly among the SLM patterns and would have all the other pixels spread such that

they are not brighter than the brightest pixel for any pattern in the SLM sequence.

In that case,

I(best)
max =

1

K
max
n

jn,n (4.51)

Thus,

η(best) =

∑
n jn,n

N2 maxn jn,n
(4.52)

Note that jn,n also happens to be the average intensity of the nth pixel at the SLM

plane. Hence, both the best and worst case scenario efficiency depends on the ratio of

the mean temporally-averaged intensity over all the pixels to the temporally-averaged

intensity of the “brightest” pixel at the SLM plane. Thus, in some sense, contrast

plays a role in how efficient we can generate the desired partially coherent beam. We

can get at most a K-fold gain in efficiency by designing a clever mode pattern for a

specific mutual intensity pattern that can be fully represented by a K-mode coherence

mode representation.

Now, we did assume that Q was a square matrix in this formulation. What if Q

was wide? That is, what if Q ∈ CK×L and that L > K? Note that the best case

efficiency does not change, since it does not depend on the number of modes. The

worst case efficiency could only increase, but that should be pretty obvious, since the

worst case for L > K is taking the worst case for K and simply adding mode patterns

that are all black. Thus, the best and worst case performance don’t increase and we’ve

increased the number of modes needed, which affects our temporal performance, since

real devices have limitations on refresh rate.

However, in other application areas, increasing the number of modes might be

useful and/or necessary. e.g. to create output modes that are more tailored for specific

SLMs, due to the quantization pattern in the complex domain for each pixel. One

might imagine many other ways of measuring “niceness” of mode patterns. This can

become a fruitful area of research and allow for software and algorithms to compensate

for deficiencies in hardware.
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4.4.2 Small coherence area beams

One other issue with current hardware is the limit on the number of modes that can

be generated within a small time window. Thus, it is important to consider how

to reduce the number of modes needed. We might perhaps wish to minimize some

error measure directly, such as the voxel intensity squared error in the voxel-intensity

algorithm or the squared error in the mutual intensity if we perform an SVD on a

mutual intensity matrix and only take the first few modes corresponding to the largest

singular values. However, let’s think about degree of coherence in general and what

it says about modes.

If we wanted to generate a fully coherent field, we would simply need one mode,

by definition. We’d have control over roughly 2N2 degrees of freedom using N2

complex pixel values. Let’s suppose, however, that we wanted to generate a fully

incoherent field. Its mutual intensity would be a diagonal matrix [35] and it can have

up to N2 degrees of freedom. Unfortunately, with the mode-multiplexing method, we

would need up to N2 modes or N4 complex pixel values to instantiate this type of

illumination. There is obviously some inefficiency here. What we are trying to do is

to pick a specific pattern of modes to cancel the off-diagonal entries on the mutual

intensity matrix.

However, there’s obviously an easy way to generate the desired fully incoherent

beam. We can simply illuminate the SLM with an input beam that is fully incoherent

and use the amplitude modulation properties of the SLM to create the desired output

beam. This should only require N2 pixel values.

Let’s take the case of another familiar partially coherent field, the Gaussian Schell-

model beam. Recall that this is a beam with a Gaussian intensity profile and Gaussian

fall-off in spatial coherence, with mutual intensity as shown in Equation (3.28). With

the standard temporal multiplexing method, we would need some number of modes to

recreate this beam and in the worst case of fairly incoherent beams, this scales roughly

linearly with the ratio of the standard deviation of the intensity profile Gaussian with

the standard deviation of the spatial coherence Gaussian [72]. However, as pointed

out by De Santis et al., this beam can easily be generated by placing two Gaussian

amplitude masks, one at the front focal plane of a lens and one at the back focal



CHAPTER 4. SYNTHESIS 124

plane [61] with no temporal multiplexing required.

In both the case of the fully incoherent beam and the Gaussian Schell-model

beam, we’ve replaced coherent input illumination with partially coherent illumination

created through the use of extended sources. That is, we’ve used the extended source

to create the incoherent aspects of the beam and the SLM to create the coherent

aspects of the beam. These observations naturally lead to the possibility of a modified

temporal multiplexing system shown in Figure 4.32.

Figure 4.32: An alternative setup for generating partially coherent beams with limited
coherence area. Instead of a plane wave source as in Figure 4.1, we use an extended
source imaged through a Fourier transforming lens to create a uniform intensity dis-
tribution with limited coherence area. The extended source could be, for example,
fully incoherent light falling on an amplitude SLM.

The use of this system, however, requires a modified notion of mode decomposi-

tion, because the “modes” we generate temporally now are partially coherent in and

of themselves. That is, the resulting partially coherent beam we generate has mutual
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intensity of the following form:

J(r1, r2) =
∑
n

λnφ
∗
n(r1)φn(r2)µn(r1 − r2) (4.53)

where µn(r1 − r2) is the reduction in degree of coherence calculated using the van

Cittert-Zernike theorem from the extended source, i.e. the Fourier transform of the

extended source intensity profile. Each mode is the coupling of a fully coherent pattern

φn with a spatial coherence falloff function µn. Due to the similarity of this expression

to that of Schell-model sources, let’s call each mode a quasi-Schell mode, since instead

of positive valued separable function that is symmetric, we have a complex valued

separable function that is Hermitian. Such a decomposition, which we’ll call a quasi-

Schell mode decomposition, may not always be possible, because J(r1, r2)/µ(r1 − r2)

may not be positive definite; in the discrete case, we are scaling down the diagonal val-

ues while boosting the off-diagonal values, which has a tendency to make eigenvalues

go negative. However, if such a decomposition is possible, then intuitively, we should

be able to reduce the number of modes needed to approximate the desired partially

coherent beam within some error tolerance. For example, incoherent compositions

of Gaussian-Schell model beams can be trivially generated by iterating between the

different beams.

In practice, there is another way we can utilize this decomposition. If we consider

the case where we have the desired mutual intensity J , then the default way to

reduce modes from K (the rank of the matrix J) modes to say K ′ < K modes is to

compute the factorization J = Û ÛH from the SVD and then take the columns in Û

corresponding to the K ′ largest singular values. This does result in the least squared

error in J , but that might not be what we desire. For example, it might introduce

unwanted high frequency details. This would simply be a case of trying to specify

the entire mutual intensity matrix with too few values.

What we can do here is to accept a compromise. Let us intentionally reduce the

spatial coherence area of the desired partially coherent beam at the SLM plane. That
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is, instead of trying to generate the desired matrix J , we generate a matrix Ĵ :

Ĵ = J �M (4.54)

where M is a matrix where each entry is given by:

mi,j = f

(√
(xi − xj)2 + (yi − yj)2

)
(4.55)

where f(r) is a positive-valued function with maximum value 1 at r = 0 and drops

off for increasing r, and (xi, yi), (xj, yj) are the spatial coordinates corresponding to

indexes i and j respectively. For example, if f(r) is a delta function, then M would

be a diagonal matrix. In general, M should approximate a banded matrix, and thus

we are removing “outer” areas of the matrix J . That is, M here takes the place of

our µ(r1, r2) value in Equation (4.53). Obviously, the issue presented earlier about

loss of positive definiteness doesn’t apply, because we applied M to our desired J

and dividing element-wise by M would result in our original J , which was positive

definite to begin with. Note that reducing the spatial coherence area at the SLM

plane reduces the effective resolution off the SLM plane.

We can then seek to find an optimal U such that the following quantity is mini-

mized:

M � (J − UUH) = Ĵ −M � (UUH) (4.56)

Here, what we are doing is that we are masking out unimportant elements of J using

the M matrix, reducing the number of degrees of freedom of control required. There-

fore, we should need less columns in U to retain the same amount of error compared

to the case when we are not masking by M . By finding a low rank approximation this

way instead of a standard SVD, we are trading off resolution away from the primal

plane (Π0) for a smaller set of modes, making the error introduced in the low rank

approximation “nicer”.

The mathematical form of this problem has actually been investigated in the filter

design and data-mining literature. Specifically, the following optimization problem

we are trying to solve is called a weighted low-rank approximation problem:
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Given a matrix Ĵ ∈ CN2×N2
, a matrix M ∈ CN2×N2

with

non-negative elements and K < N2, find a U ∈ CN2×K to

minimize: ∣∣∣Ĵ −M � (UUH)
∣∣∣F (4.57)

and there exists numerous papers on solving this problem [73–77].

As a simple proof of concept, we will apply a global line search gradient descent

algorithm to the problem and attempt to express the mutual intensity obtained pre-

viously in section 4.2 for the simulation of a scene with a plane of emitters and a

planar occluder. Employing the idea of gradually changing the problem from the un-

weighted low rank approximation problem to the weighted low rank approximation

problem [74], we will start our initial guess to be the solution to the unweighted low

rank approximation and gradually modify the weighting during each iteration such

that the net difference from the final weighting follows an exponential decay pattern.

For a particular iteration, the direction of steepest descent for the current U can be

calculated by:

∆U = 4(M �M � (J − UUH))HU (4.58)

For this particular example, M was set to a mutual intensity that represented uniform

illumination with spatial coherence drop-off equivalent to a Gaussian with standard

deviation 60λ. This algorithm was implemented in MATLAB and run for 1000 iter-

ations on the mutual intensity from the scene simulation algorithm.

The resulting focal stacks and tilt-view images are shown in Figures 4.33 and 4.34

respectively. A set of images corresponding to the unaltered mutual intensity has

been included in each figure as well for comparison.

As can be seen from the figures, only 16 quasi-Schell modes are required to recreate

the scene with fidelity matching that of the 256-mode coherent mode decomposition.

One way of viewing this result is that if a partially coherent field is fairly incoherent,

then there is actually less information content present in this field. If carried to

its logical conclusion, a fully incoherent field should have very few information, and

this agrees with the fact that a fully incoherent field can be fully characterized by a
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z = −3200λ z = −2400λ z = −1600λ z = −800λ z = 0

K = 1024

K = 32∗

K = 16∗

K = 8∗

Figure 4.33: The resulting focal stack as a function of reducing the number of modes
in the mutual intensity via quasi-Schell modes. K for each row after the first row
denotes the number of modes kept, while the first row corresponds to the unaltered
mutual intensity function and is shown for comparison. The asterisk after the number
indicates that a quasi-Schell mode decomposition had been approximated through the
weighted low-rank approximation algorithm.
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left center right

K = 1024

K = 32∗

K = 16∗

K = 8∗

Figure 4.34: The resulting tilt-view images as a function of reducing the number
of modes in the mutual intensity via quasi-Schell modes. K for each row after the
first row denotes the number of modes kept, while the first row corresponds to the
unaltered mutual intensity function and is shown for comparison. The asterisk after
the number indicates that a quasi-Schell mode decomposition had been approximated
through the weighted low-rank approximation algorithm.
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two-dimensional intensity function. Therefore, the use of quasi-Schell modes in the

generation of arbitrary partially coherent fields is a very useful tool and should be

studied more extensively as a new avenue of attack on the problem of illumination

generation.



Chapter 5

Conclusion

It is evident that partial coherence and its measures are a powerful tool in both anal-

ysis and synthesis of three-dimensional illumination patterns. Analysis based on the

mutual intensity and phase space representations shows limitations on feasible illu-

mination patterns for existing families of illumination devices. Ray-based devices are

affected by the uncertainty principle and thus suffer from overall lack of resolution.

Holographic devices suffer from limitations of full coherence and thus also cannot gen-

erate specific patterns, even two-dimensional intensity patterns. Volumetric devices

effectively create point emitters in space and cannot create astigmatic and occlusion

effects. None of the device families can generate arbitrary mutual intensity patterns.

These limitations lead naturally to the idea of creating more general patterns of lim-

itation based on a desired mutual intensity, instead of the ray-space, coherent field

and point cloud representations used by these device families.

Partially coherent fields can be created through temporal multiplexing of coher-

ence modes of a desired mutual intensity. The light generation hardware would use

a spatial light modulator setup to modulate the phase and amplitude of a coherent

laser beam, and patterns corresponding to coherence modes would be rapidly iterated.

The desired mutual intensity would be computed via various algorithms depending

on the application. This effectively moves the application-specific aspect of illumi-

nation device design into the software regime, allowing for faster iteration and more

flexibility.

131
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One basic application of illumination generation is to reproduce virtually the

light emitted from a custom scene. The desired mutual intensity in this case can

be computed through simulation of the propagation of light in a simple scene. The

simulation is performed by computing a coherence mode for each emitter in the scene

and consolidating if the number of emitters is too large. A low rank approximation of

the computed mutual intensity can be used to reduce the number of patterns needed

to be rapidly interleaved at the SLM. Tests using a simple scene consisting of a plane

of emitters followed by a planar occluder shows acceptable results while retaining

only a quarter of the original modes.

Another basic application of illumination generation is the generation of some

desired voxel intensity pattern in space specified as a series of two-dimensional inten-

sity patterns on transverse planes. A nonlinear conjugate gradients algorithm with

global line search has been developed which attempts to minimize the least squares

error in intensity across the entire volume. This algorithm was used for an explo-

ration of a three-dimensional intensity pattern created from a Gaussian beam with

various amounts of longitudinal compression/expansion, and it demonstrates that

partial coherence aids greatly in generating a compressed beam whereas it has much

less impact in the case of an expanded (almost propagation invariant) beam. As a

further test of the algorithm, a partially coherent beam was generated to attempt to

create three specific images at different depths simultaneously using this algorithm,

and increasing the number of degrees of freedom through increasing the number of

modes results in better performance than increasing the number of degrees of free-

dom by increasing the number of pixels on the SLM. Results demonstrate that using

partial coherence over full coherence results in much higher image quality and that

a nonlinear conjugate gradients algorithm can aim specifically for a weighted least

squares error, whereas a iterated projections algorithms tends to reduce error more

in low-intensity regions.

Lastly, it appears that the computation of what specific sequence of SLM patterns

to iterate temporally in the generation of a partially coherent beam is not a trivial

problem in that it should be theoretically possible to optimize for specific niceties in

the mode patterns such as less wasted optical energy. Furthermore, to reduce the
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number of modes needed to create a pattern, it might be possible to use a partially

coherent Schell-model source instead of a fully coherent source to illuminate the SLM.

This effectively creates a partially coherent field through the accumulation of partially

coherent “quasi-Schell modes” instead of fully coherent modes. This trades off off-

primal plane resolution for lower modes, instead of increasing error throughout the

entire volume. Furthermore, rather incoherent fields can be represented using fewer

modes with few losses.

Approaching the illumination problem through the synthesis of partially coher-

ent beams is feasible and should be a fruitful area of research. The algorithm pre-

sented for generating a mutual intensity from desired transverse intensity patterns

can be improved and studied more for convergence properties, and other algorithms

based on different constraints can definitely be derived. Furthermore, derivation of

an “optimal” temporal sequence of modes from a desired mutual intensity would be

an interesting problem to tackle in terms of efficiency and/or pixel value quantiza-

tion error minimization. Mode count reduction through the use of partially coherent

source illumination and the idea of a quasi-Schell mode decomposition are also viable

avenues of research. Lastly, all of these results have been derived through simulation;

it would be useful to see how well these algorithms and methods work in a practical

setting and to see if there are other optimality criteria needed for better performance.

With further research, partial coherence should give the artist, the scientist and the

engineer a powerful tool in the creation of illumination.
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